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			1   apiVersion: v1

			2   kind: Service

			3   metadata:

			4     name: frontend

			5     annotations:

			6       service.beta.kubernetes.io/azure-load-balancer-internal: "true"

			7     labels:

			8       app: guestbook

			9       tier: frontend

			10  spec:

			11    type: LoadBalancer

			12    ports:

			13    - port: 80

			14    selector:

			15      app: guestbook

			16      tier: frontend

			Downloading resources

			The code bundle for this book is available at https://github.com/PacktPublishing/Hands-on-Kubernetes-on-Azure-Third-Edition.
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			Foreword

		

		
			Welcome! By picking up this book, you've shown that you are interested in two things: Azure and Kubernetes, which are both near and dear to my heart. I'm excited that you are joining us on our cloud-native journey. Whether you are new to Azure, new to Kubernetes, or new to both, I'm confident that as you explore Azure Kubernetes Service (AKS), you will find new ways to transform your applications, delight your customers, meet the growing needs of your business, or simply learn new skills that will help you achieve your career goals. Regardless of your reasons for starting this journey, we are eager to help you along the way and see what you can build with Kubernetes and Azure.

			The journey of Kubernetes on Azure itself has been an exciting one. Over the last few years, AKS has been the fastest-growing service in the history of Azure. We find ourselves at the inflection point of both hyperscale growth in Azure itself, as well as hockey stick growth in applications running on Kubernetes. Combine the two together, and this has made for an exciting (and busy) few years.

			It has been thrilling to see the success that we have been able to deliver for our customers and users. But what is it about Azure and Kubernetes that have enabled customer success? Though it may seem like magic at times, the truth is that there is nothing about either Azure or Kubernetes that is truly magic. The value, success, and transformation that our customers are seeing is related to their needs and how this technology helps make these goals achievable.

			We've seen over the past decade, and especially in the last year, that the ability to be agile and adapting as the world changes is a critical capability for all of us. Kubernetes enables this agility by introducing concepts such as containers and container images, as well as higher-level concepts such as services and deployments, which naturally push us toward architectures that are decoupled microservices. Although, of course, you can build microservice applications without Kubernetes, the natural tendency of the APIs and design patterns is to push you toward these architectures. Microservices are the gravity well of Kubernetes, so to speak. However, it's important to note that microservices are not the only way to run applications on Kubernetes. Many of our customers find great benefits in bringing their legacy applications to Kubernetes and mixing the management of existing applications with the development of new cloud-native implementations.

			As more and more people have started to conduct more and more of their lives online, the criticality of all of the services we have built has radically changed. It's no longer acceptable to have maintenance hours or scheduled downtime. We live in a 24x7 world where applications need to available at all times, even as we build, change, and rearrange them. Here, too, Kubernetes and Azure provide the tools that you need to build reliable applications. Kubernetes has health checks that automatically restart your application if it crashes, infrastructure for zero-downtime rollouts, and autoscaling technology that enables you to automatically grow to sustain a customer's load. On top of these capabilities, Azure provides the infrastructure to perform upgrades to Kubernetes itself without affecting applications running in the cluster, and autoscaling of the cluster itself to provide additional capacity to meet the demands of growing applications and the elasticity to right-size your cluster to the most efficient shape possible.

			In addition to these core capabilities, using AKS provides access to broader cloud-native ecosystems. There are countless engineers and projects in the Cloud Native Compute Foundation (CNCF) ecosystem that can help you build your applications more quickly and reliably. As a leader and a contributor to many of these projects, Azure provides integration and supports access to some of the best open-source software that the world has to offer, including Helm, Gatekeeper, Flux, and more.

			But the truth is that building any application on Kubernetes involves much more than just the Kubernetes bits. Microsoft has a unique set of tools that integrate with AKS to provide a seamless, end-to-end experience. Starting with GitHub, where the world comes togeher to develop and collaborate, through to Visual Studio Code, where people build the software itself, and to tools such as Azure Monitor and Azure Security Center to keep your applications healthy and secure, it is truly the combined capabilities of Azure that makes AKS a fantastic place for your applications to thrive. When you combine that with Azure's cloud-leading footprint around the world, which delivers more managed Kubernetes deployments in more locations than anyone else, you can see that AKS enables businesses to rapidly scale and grow to meet their needs from the initial startup phase through to the global enterprise level.

			Thank you for choosing Azure and Kubernetes! I'm excited that you're here and I hope you enjoy learning about everything Kubernetes and Azure has to offer.

			– Brendan Burns Co-founder of Kubernetes and Corporate Vice President at Microsoft

		

	
		
			Section 1: The Basics

		

		
			In Section 1 of this book, we will cover the basic concepts that you need to understand in order to follow the examples in this book.

			We will start this section by explaining the basics of these underlying concepts, such as containers and Kubernetes. Then, we will explain how to create a Kubernetes cluster on Azure and deploy an example application.

			By the time you have finished this section, you will have a foundational knowledge of containers and Kubernetes and will have a Kubernetes cluster up and running in Azure that will allow you to follow the examples in this book.

			This section contains the following chapters:

			
					Chapter 1, Introduction to containers and Kubernetes

					Chapter 2, Getting started with Azure Kubernetes Service

			

		

	
		
			
			

		

		
			1. Introduction to containers and Kubernetes

		

		
			Kubernetes has become the leading standard in container orchestration. Since its inception in 2014, Kubernetes has gained tremendous popularity. It has been adopted by start-ups as well as major enterprises, with all major public cloud vendors offering a managed Kubernetes service.

			Kubernetes builds upon the success of the Docker container revolution. Docker is both a company and the name of a technology. Docker as a technology is the most common way of creating and running software containers, called Docker containers. A container is a way of packaging software that makes it easy to run that software on any platform, ranging from your laptop to a server in a datacenter to a cluster running in the public cloud.

			Although the core technology is open source, the Docker company focuses on reducing complexity for developers through a number of commercial offerings.

			Kubernetes takes containers to the next level. Kubernetes is a container orchestrator. A container orchestrator is a software platform that makes it easy to run many thousands of containers on top of thousands of machines. It automates a lot of the manual tasks required to deploy, run, and scale applications. The orchestrator takes care of scheduling the right container to run on the right machine. It also takes care of health monitoring and failover, as well as scaling your deployed application.

			The container technology Docker uses and Kubernetes are both open-source software projects. Open-source software allows developers from many companies to collaborate on a single piece of software. Kubernetes itself has contributors from companies such as Microsoft, Google, Red Hat, VMware, and many others.

			The three major public cloud platforms—Azure, Amazon Web Services (AWS), and Google Cloud Platform (GCP)—all offer a managed Kubernetes service. They attract a lot of interest in the market since the virtually unlimited compute power and the ease of use of these managed services make it easy to build and deploy large-scale applications.

			Azure Kubernetes Service (AKS) is Azure's managed service for Kubernetes. It reduces the complexity of building and managing Kubernetes clusters. In this book, you will learn how to use AKS to run your applications. Each chapter will introduce new concepts, which you will apply through the many examples in this book.

			As a user, however, it is still very useful to understand the technologies that underpin AKS. We will explore these foundations in this chapter. You will learn about Linux processes and how they are related to Docker and containers. You will see how various processes fit nicely into containers and how containers fit nicely into Kubernetes. 

			This chapter introduces fundamental Docker concepts so that you can begin your Kubernetes journey. This chapter also briefly introduces the basics that will help you build containers, implement clusters, perform container orchestration, and troubleshoot applications on AKS. Having cursory knowledge of what's in this chapter will demystify much of the work needed to build your authenticated, encrypted, and highly scalable applications on AKS. Over the next few chapters, you will gradually build scalable and secure applications.

			The following topics will be covered in this chapter:

			
					The software evolution that brought us here

					The fundamentals of containers

					The fundamentals of Kubernetes

					The fundamentals of AKS

			

			The aim of this chapter is to introduce the essentials rather than to provide a thorough information source describing Docker and Kubernetes. To begin with, we'll first take a look at how software has evolved to get us to where we are now.

			The software evolution that brought us here

			There are two major software development evolutions that enabled the popularity of containers and Kubernetes. One is the adoption of a microservices architectural style. Microservices allow an application to be built from a collection of small services that each serve a specific function. The other evolution that enabled containers and Kubernetes is DevOps. DevOps is a set of cultural practices that allows people, processes, and tools to build and release software faster, more frequently, and more reliably.

			Although you can use both containers and Kubernetes without using either microservices or DevOps, the technologies are most widely adopted for deploying microservices using DevOps methodologies.

			In this section, we'll discuss both evolutions, starting with microservices.

			Microservices

			Software development has drastically evolved over time. Initially, software was developed and run on a single system, typically a mainframe. A client could connect to the mainframe through a terminal, and only through that terminal. This changed when computer networks became common when the client-server programming model emerged. A client could connect remotely to a server and even run part of the application on their own system while connecting to the server to retrieve the data the application required.

			The client-server programming model has evolved toward distributed systems. Distributed systems are different from the traditional client-server model as they have multiple different applications running on multiple different systems, all interconnected.

			Nowadays, a microservices architecture is common when developing distributed systems. A microservices-based application consists of a group of services that work together to form the application, while the individual services themselves can be built, tested, deployed, and scaled independently of each other. The style has many benefits but also has several disadvantages.

			A key part of a microservices architecture is the fact that each individual service serves one and only one core function. Each service serves a single-bound business function. Different services work together to form the complete application. Those services work together over network communication, commonly using HTTP REST APIs or gRPC:

			
				
					[image: Evolution from mainframe to client-server, to distributed systems to microservices]
				

			

			Figure 1.1: A standard microservices architecture

			This architectural approach is commonly adopted by applications that run using containers and Kubernetes. Containers are used as the packaging format for the individual services, while Kubernetes is the orchestrator that deploys and manages the different services running together.

			Before we dive into container and Kubernetes specifics, let's first explore the benefits and downsides of adopting microservices.

			Advantages of running microservices

			There are several advantages to running a microservices-based application. The first is the fact that each service is independent of the other services. The services are designed to be small enough (hence micro) to handle the needs of a business domain. As they are small, they can be made self-contained and independently testable, and so are independently releasable.

			This leads to the benefit that each microservice is independently scalable as well. If a certain part of the application is getting more demand, that part of the application can be scaled independently from the rest of the application.

			The fact that services are independently scalable also means that they are independently deployable. There are multiple deployment strategies when it comes to microservices. The most popular are rolling deployments and blue/green deployments.

			With a rolling upgrade, a new version of the service is deployed only to a part of the application. This new version is carefully monitored and gradually gets more traffic if the service remains healthy. If something goes wrong, the previous version is still running, and traffic can easily be cut over.

			With a blue/green deployment, you deploy the new version of the service in isolation. Once the new version of the service is deployed and tested, you cut over 100% of the production traffic to the new version. This allows for a clean transition between service versions.

			Another benefit of the microservices architecture is that each service can be written in a different programming language. This is described as polyglot—the ability to understand and use multiple languages. For example, the front-end service can be developed in a popular JavaScript framework, the back end can be developed in C#, and the machine learning algorithm can be developed in Python. This allows you to select the right language for the right service and allows developers to use the languages they are most familiar with.

			Disadvantages of running microservices

			There's a flip side to every coin, and the same is true for microservices. While there are multiple advantages to a microservices-based architecture, this architecture has its downsides as well.

			Microservices designs and architectures require a high degree of software development maturity in order to be implemented correctly. Architects who understand the domain very well must ensure that each service is bounded and that different services are cohesive. Since services are independent of each other and versioned independently, the software contract between these different services is important to get right.

			Another common issue with a microservices design is the added complexity when it comes to monitoring and troubleshooting such an application. Since different services make up a single application, and those different services run on multiple servers, both logging and tracing such an application is a complicated endeavor.

			Linked to the disadvantages mentioned before is that, typically, in microservices, you need to build more fault tolerance into your application. Due to the dynamic nature of the different services in an application, faults are more likely to happen. In order to guarantee application availability, it is important to build fault tolerance into the different microservices that make up an application. Implementing patterns such as retry logic or circuit breakers is critical to avoid a single fault causing application downtime.

			In this section, you learned about microservices, their benefits, and their disadvantages. Often linked to microservices, but a separate topic, is the DevOps movement. We will explore what DevOps means in the next section.

			DevOps

			DevOps literally means the combination of development and operations. More specifically, DevOps is the union of people, processes, and tools to deliver software faster, more frequently, and more reliably. DevOps is more about a set of cultural practices than about any specific tools or implementations. Typically, DevOps spans four areas of software development: planning, developing, releasing, and operating software.

			Note

			Many definitions of DevOps exist. The authors have adopted this definition, but you as a reader are encouraged to explore different definitions in the literature around DevOps.

			The DevOps culture starts with planning. In the planning phase of a DevOps project, the goals of a project are outlined. These goals are outlined both at a high level (called an epic) and at a lower level (as features and tasks). The different work items in a DevOps project are captured in the feature backlog. Typically, DevOps teams use an agile planning methodology working in programming sprints. Kanban boards are often used to represent project status and to track work. As a task changes status from to do to doing to done, it moves from left to right on a Kanban board.

			When work is planned, actual development can be done. Development in a DevOps culture isn't only about writing code but also about testing, reviewing, and integrating code with team members. A version control system such as Git is used for different team members to share code with each other. An automated continuous integration (CI) tool is used to automate most manual tasks such as testing and building code.

			When a feature is code-complete, tested, and built, it is ready to be delivered. The next phase in a DevOps project can start delivery. A continuous delivery (CD) tool is used to automate the deployment of software. Typically, software is deployed to different environments, such as testing, quality assurance, and production. A combination of automated and manual gates is used to ensure quality before moving to the next environment.

			Finally, when a piece of software is running in production, the operations phase can start. This phase involves the maintaining, monitoring, and supporting of an application in production. The end goal is to operate an application reliably with as little downtime as possible. Any issues are to be identified as proactively as possible. Bugs in the software will be tracked in the backlog.

			The DevOps process is an iterative process. A single team is never in a single phase of the process. The whole team is continuously planning, developing, delivering, and operating software.

			Multiple tools exist to implement DevOps practices. There are point solutions for a single phase, such as Jira for planning or Jenkins for CI and CD, as well as complete DevOps platforms, such as GitLab. Microsoft operates two solutions that enable customers to adopt DevOps practices: Azure DevOps and GitHub. Azure DevOps is a suite of services to support all phases of the DevOps process. GitHub is a separate platform that enables DevOps software development. GitHub is known as the leading open-source software development platform, hosting over 40 million open-source projects.

			Both microservices and DevOps are commonly used in combination with containers and Kubernetes. Now that we've had this introduction to microservices and DevOps, we'll continue this first chapter with the fundamentals of containers and then the fundamentals of Kubernetes.

			Fundamentals of containers

			A form of container technology has existed in the Linux kernel since the 1970s. The technology powering today's containers, called cgroups (abbreviated from control groups), was introduced into the Linux kernel in 2006 by Google. The Docker company popularized the technology in 2013 by introducing an easy developer workflow. Although the name Docker can refer to both the company as well as the technology, most commonly, though, we use Docker to refer to the technology.

			Note

			Although the Docker technology is a popular way to build and run containers, it is not the only way to build and run them. Many alternatives exist for either building or running containers. One of those alternatives is containerd, which is a container runtime also used by Kubernetes.

			Docker as a technology is both a packaging format and a container runtime. Packaging is a process that allows an application to be packaged together with its dependencies, such as binaries and runtime. The runtime points at the actual process of running the container images.

			There are three important pieces in Docker's architecture: the client, the daemon, and the registry:

			
					The Docker client is a client-side tool that you use to interact with the Docker daemon, running locally or remotely. 

					The Docker daemon is a long-running process that is responsible for building container images and running containers. The Docker daemon can run on either your local machine or a remote machine. 

					A Docker registry is a place to store Docker images. There are public registries such as Docker Hub that contain public images, and there are private registries such as Azure Container Registry (ACR) that you can use to store your own private images. The Docker daemon can pull images from a registry if images are not available locally:

			

			
				
					[image: Three important componentsin Docker architecture: the client, the daemon, and the registry]
				

			

			Figure 1.2: Fundamentals of Docker architecture

			You can experiment with Docker by creating a free Docker account at Docker Hub (https://hub.docker.com/) and using that login to open Docker Labs (https://labs.play-with-docker.com/). This will give you access to an environment with Docker pre-installed that is valid for 4 hours. We will be using Docker Labs in this section as we build our own container and image.

			Note

			Although we are using the browser-based Docker Labs in this chapter to introduce Docker, you can also install Docker on your local desktop or server. For workstations, Docker has a product called Docker Desktop (https://www.docker.com/products/docker-desktop) that is available for Windows and Mac to create Docker containers locally. On servers—both Windows and Linux—Docker is also available as a runtime for containers.

			Container images

			To start a new container, you need an image. An image contains all the software you need to run within your container. Container images can be stored locally on your machine, as well as in a container registry. There are public registries, such as the public Docker Hub (https://hub.docker.com/), or private registries, such as ACR. When you, as a user, don't have an image locally on your PC, you can pull an image from a registry using the docker pull command.

			In the following example, we will pull an image from the public Docker Hub repository and run the actual container. You can run this example in Docker Labs, which we introduced in the previous section, by following these instructions:

			#First, we will pull an image

			docker pull docker/whalesay

			#We can then look at which images are stored locally

			docker images

			#Then we will run our container

			docker run docker/whalesay cowsay boo

			The output of these commands will look similar to Figure 1.3:

			
				
					[image: Pulling an image from the public Docker Hub repository and running the actual container]
				

			

			Figure 1.3: An example of running containers in Docker Labs

			What happened here is that Docker first pulled your image in multiple parts and stored it locally on the machine it was running on. When you ran the actual application, it used that local image to start a container. If we look at the commands in detail, you will see that docker pull took in a single parameter, docker/whalesay. If you don't provide a private container registry, Docker will look in the public Docker Hub for images, which is where Docker pulled this image from. The docker run command took in a couple of arguments. The first argument was docker/whalesay, which is the reference to the image. The next two arguments, cowsay boo, are commands that were passed to the running container to execute.

			In the previous example, you learned that it is possible to run a container without building an image first. It is, however, very common that you will want to build your own images. To do this, you use a Dockerfile. A Dockerfile contains steps that Docker will follow to start from a base image and build your image. These instructions can range from adding files to installing software or setting up networking. 

			In the next example, you will build a custom Docker image. This custom image will display inspirational quotes in the whale output. The following Dockerfile will be used to generate this custom image. You will create it in your Docker playground:

			FROM docker/whalesay:latest

			RUN apt-get -y -qq update

			RUN apt-get install -qq -y fortunes

			CMD /usr/games/fortune -a | cowsay

			There are four lines in this Dockerfile. The first one will instruct Docker on which image to use as a source image for this new image. The next two steps are commands that are run to add new functionality to our image, in this case, updating your apt repository and installing an application called fortunes. The fortunes application is a small command-line tool that generates inspirational quotes. We will use that to include quotes in the output rather than user input. Finally, the CMD command tells Docker which command to execute when a container based on this image is run.

			You typically save a Dockerfile in a file called Dockerfile, without an extension. To build an image, you need to execute the docker build command and point it to the Dockerfile you created. In building the Docker image, the Docker daemon will read the Dockerfile and execute the different steps in the Dockerfile. This command will also output the steps it took to run a container and build your image. Let's walk through a demo of building an image.

			In order to create this Dockerfile, open up a text editor via the vi Dockerfile command. vi is an advanced text editor on the Linux command line. If you are not familiar with it, let's walk through how you would enter the text in there:

			
					After you've opened vi, hit the I key to enter insert mode.

					Then, either copy and paste or type the four code lines.

					Afterward, hit the Esc key, and type :wq! to write (w) your file and quit (q) the text editor.

			

			The next step is to execute docker build to build the image. We will add a final bit to that command, namely adding a tag to our image so we can call it by a meaningful name. To build the image, you will use the docker build -t smartwhale. command (don't forget to add the final period here).

			You will now see Docker execute a number of steps—four in this case—to build the image. After the image is built, you can run your application. To run your container, you run docker run smartwhale, and you should see an output similar to Figure 1.4. However, you will probably see a different smart quote. This is due to the fortunes application generating different quotes. If you run the container multiple times, you will see different quotes appear, as shown in Figure 1.4:

			
				
					[image: Running a custom container using the docker run command]
				

			

			Figure 1.4: Running a custom container

			That concludes our overview and demo of containers. In this section, you started with an existing container image and launched it on Docker Labs. Afterward, you took that a step further and built your own container image, then started containers using that image. You have now learned what it takes to build and run a container. In the next section, we will cover Kubernetes. Kubernetes allows you to run multiple containers at scale.

			Kubernetes as a container orchestration platform

			Building and running a single container seems easy enough. However, things can get complicated when you need to run multiple containers across multiple servers. This is where a container orchestrator can help. A container orchestrator takes care of scheduling containers to be run on servers, restarting containers when they fail, moving containers to a new host when a host becomes unhealthy, and much more.

			The current leading orchestration platform is Kubernetes (https://kubernetes.io/). Kubernetes was inspired by Google's Borg project, which, by itself, was running millions of containers in production.

			Kubernetes takes a declarative approach to orchestration; that is, you specify what you need, and Kubernetes takes care of deploying the workload you specified. You don't need to start these containers manually yourself anymore, as Kubernetes will launch the containers you specified.

			Note

			Although Kubernetes used to support Docker as the container runtime, that support has been deprecated in Kubernetes version 1.20. In AKS, containerd has become the default container runtime starting with Kubernetes 1.19. 

			Throughout the book, you will build multiple examples that run containers in Kubernetes, and you will learn more about the different objects in Kubernetes. In this introductory chapter, you will learn three elementary objects in Kubernetes that you will likely see in every application: a pod, a deployment, and a service.

			Pods in Kubernetes

			A pod in Kubernetes is the essential scheduling element. A pod is a group of one or more containers. This means a pod can contain either a single container or multiple containers. When creating a pod with a single container, you can use the terms container and pod interchangeably. However, the term pod is still preferred and is the term used throughout this book.

			When a pod contains multiple containers, these containers share the same file system and the same network namespace. This means that when a container that is part of a pod writes a file, other containers in that same pod can read that file as well. This also means that all containers in a pod can communicate with each other using localhost networking.

			In terms of design, you should only put containers that need to be tightly integrated in the same pod. Imagine the following situation: you have an old web application that does not support HTTPS. You want to upgrade that application to support HTTPS. You could create a pod that contains your old web application and includes another container that would do Transport Layer Security (TLS) offloading for that application, as described in Figure 1.5. Users would connect to your application using HTTPS, while the container in the middle converts HTTPS traffic to HTTP:

			
				
					[image: Using two containers in a single pod to support HTTPS traffic]
				

			

			Figure 1.5: An example of a multi-container pod that does HTTPS offloading

			Note

			This design principle is known as a sidecar. Microsoft has a free e-book available that describes multiple multi-container pod designs and designing distributed systems (https://azure.microsoft.com/resources/designing-distributed-systems/).

			A pod, whether it be a single- or multi-container pod, is an ephemeral resource. This means that a pod can be terminated at any point and restarted on another node. When this happens, the state that was stored in that pod will be lost. If you need to store state in your application, you either need to store that state in external storage, such as an external disk or a file share, or store the state outside of Kubernetes in an external database.

			Deployments in Kubernetes

			A deployment in Kubernetes provides a layer of functionality around pods. It allows you to create multiple pods from the same definition and to easily perform updates to your deployed pods. A deployment also helps with scaling your application, and potentially even autoscaling your application.

			Under the hood, a deployment creates a ReplicaSet, which in turn will create the replica pods you requested. A ReplicaSet is another object in Kubernetes. The purpose of a ReplicaSet is to maintain a stable set of replica pods running at any given time. If you perform updates on your deployment, Kubernetes will create a new ReplicaSet that will contain the updated pods. By default, Kubernetes will do a rolling upgrade to the new version. This means that it will start a few new pods, verify those are running correctly, and if so, then Kubernetes will terminate the old pods and continue this loop until only new pods are running:

			
				
					[image: Relationship showing that a deployment creates a replicaset, which in turn creates multiple pods]
				

			

			Figure1.6: The relationship between deployments, ReplicaSets, and pods

			Services in Kubernetes

			A service in Kubernetes is a network-level abstraction. This allows you to expose multiple pods under a single IP address and a single DNS name.

			Each pod in Kubernetes has its own private IP address. You could theoretically connect to your applications using this private IP address. However, as mentioned before, Kubernetes pods are ephemeral, meaning they can be terminated and moved, which would change their IP address. By using a service, you can connect to your applications using a single IP address. When a pod moves from one node to another, the service ensures that traffic is routed to the correct endpoint. If there are multiple pods serving traffic behind one service, that traffic will be load balanced between the different pods.

			In this section, we have introduced Kubernetes and three essential objects with Kubernetes. In the next section, we'll introduce AKS.

			Azure Kubernetes Service

			AKS makes creating and managing Kubernetes clusters easier.

			A typical Kubernetes cluster consists of a number of master nodes and a number of worker nodes. A node within Kubernetes is equivalent to a server or a virtual machine (VM). The master nodes contain the Kubernetes API and a database that contains the cluster state. The worker nodes are the machines that run your actual workload.

			AKS makes it easier to create a cluster. When you create an AKS cluster, AKS sets up the Kubernetes master for you. AKS will then create one or more virtual machine scale sets (VMSS) in your subscription and turn the VMs in these VMSSs into worker nodes of your Kubernetes cluster in your network. In AKS, you have the option to either use a free Kubernetes control plane or pay for a control plane that comes with a financially backed SLA. In either case, you also need to pay for the VMs hosting your worker nodes:

			 

			
				
					[image: Scheduling pods on nodes in AKS]
				

			

			Figure 1.7: Scheduling of pods in AKS

			Within AKS, services running on Kubernetes are integrated with Azure Load Balancer and Kubernetes Ingresses can be integrated with Azure Application Gateway. The Azure Load Balancer is a layer-4 network load balancer service; Application Gateway is a layer-7 HTTP-based load balancer. The integration between Kubernetes and both services means that when you create a service or Ingress in Kubernetes, Kubernetes will create a rule in an Azure Load Balancer or Azure Application Gateway respectively. Azure Load Balancer or Application Gateway will then route the traffic to the right node in your cluster that hosts your pod.

			Additionally, AKS adds a number of functionalities that make it easier to manage a cluster. AKS contains logic to upgrade clusters to newer Kubernetes versions. It also can easily scale your clusters, by either adding or removing nodes to the cluster.

			AKS also comes with integration options that make operations easier. AKS clusters can be configured with integration with Azure Active Directory (Azure AD) to make managing identities and role-based access control (RBAC) straightforward. RBAC is the configuration process that defines which users get access to resources and which actions they can take against those resources. AKS can also easily be integrated into Azure Monitor for containers, which makes monitoring and troubleshooting your applications simpler. You will learn about all these capabilities throughout this book.

			Summary

			In this chapter, you learned about the concepts of containers and Kubernetes. You ran a number of containers, starting with an existing image and then using an image you built yourself. After that demo, you were introduced to three essential Kubernetes objects: the pod, the deployment, and the service.

			This provides the context for the remaining chapters, where you will deploy containerized applications using Microsoft AKS. You will see how the AKS offering from Microsoft streamlines deployment by handling many of the management and operational tasks that you would have to do yourself if you managed and operated your own Kubernetes infrastructure.

			In the next chapter, you will use the Azure portal to create your first AKS cluster.

		

	
		
			
			

		

		
			2. Getting started with Azure Kubernetes Service

		

		
			Installing and maintaining Kubernetes clusters correctly and securely is difficult. Thankfully, all the major cloud providers, such as Azure, Amazon Web Services (AWS), and Google Cloud Platform (GCP), facilitate installing and maintaining clusters. In this chapter, you will navigate through the Azure portal, launch your own cluster, and run a sample application. You will accomplish all of this from your browser.

			The following topics will be covered in this chapter:

			
					Creating a new Azure free account

					Creating and launching your first cluster

					Deploying and inspecting your first demo application

			

			Let's start by looking at different ways to create an Azure Kubernetes Service (AKS) cluster, and then we will run our sample application.

			Different ways to create an AKS cluster

			In this chapter, you will use the Azure portal to deploy your AKS cluster. There are, however, multiple ways to create an AKS cluster:

			
					Using the portal: The portal offers a graphical user interface (GUI) for deploying your cluster through a wizard. This is a great way to deploy your first cluster. For multiple deployments or automated deployments, one of the following methods is recommended.

					Using the Azure CLI: The Azure command-line interface (CLI) is a cross-platform CLI for managing Azure resources. This allows you to script your cluster deployment, which can be integrated into other scripts.

					Using Azure PowerShell: Azure PowerShell is a set of PowerShell commands used for managing Azure resources directly from PowerShell. It can also be used to create Kubernetes clusters.

					Using ARM templates: Azure Resource Manager (ARM) templates are an Azure-native way to deploy Azure resources using Infrastructure as Code (IaC). You can declaratively deploy your cluster, allowing you to create a template that can be reused by multiple teams.

					Using Terraform for Azure: Terraform is an open-source IaC tool developed by HashiCorp. The tool is very popular in the open-source community for deploying cloud resources, including AKS. Like ARM templates, Terraform also uses declarative templates for your cluster.

			

			In this chapter, you will create your cluster using the Azure portal. If you are interested in deploying a cluster using either CLI, ARM templates, or Terraform, the following Azure documentation contains steps on how to use these tools to create your own clusters https://docs.microsoft.com/azure/aks.

			Getting started with the Azure portal

			We will start our initial cluster deployment using the Azure portal. The Azure portal is a web-based management console. It allows you to build, manage, and monitor all your Azure deployments worldwide through a single console.

			Note

			To follow along with the examples in this book, you will need an Azure account. If you don't have an Azure account, you can create a free account by following the steps at azure.microsoft.com/free. If you plan to run this in an existing subscription, you will need owner rights to the subscription and the ability to create service principals in Azure Active Directory (Azure AD).

			All the examples in this book have been verified with a free trial account.

			We are going to jump straight in by creating our AKS cluster. By doing so, we are also going to familiarize ourselves with the Azure portal.

			Creating your first AKS cluster

			To start, browse to the Azure portal on https://portal.azure.com. Enter the keyword aks in the search bar at the top of the Azure portal. Click on Kubernetes services under the Services category in the search results:

			
				
					[image: Searching for AKS using the Azure portal search bar]
				

			

			Figure 2.1: Searching for AKS with the search bar

			This will take you to the AKS pane in the portal. As you might have expected, you don't have any clusters yet. Go ahead and create a new cluster by hitting the + Add button, and select the + Add Kubernetes cluster option:

			
				
					[image: Clicking the Add button and the Add Kubernetes cluster button to start the cluster creation process]
				

			

			Figure 2.2: Clicking the + Add button and the + Add Kubernetes cluster button to start the cluster creation process

			Note

			There are a lot of options to configure when you're creating an AKS cluster. For your first cluster, we recommend sticking with the defaults from the portal and following our naming guidelines during this example. The following settings were tested by us to work reliably with a free account.

			This will take you to the creation wizard to create your first AKS cluster. The first step here is to create a new resource group. Click Create new, give your resource group a name, and hit OK. If you want to follow along with the examples in this book, please name the resource group rg-handsonaks:

			
				
					[image: Providing essential information for creating a new resource group]
				

			

			Figure 2.3: Creating a new resource group

			Next up, we'll provide the cluster details. Give your cluster a name—if you want to follow the examples in the book, please call it handsonaks. The region we will use in the book is (US) West US 2, but you could use any other region of choice close to your location. If the region you selected supports Availability Zones, unselect all the zones.

			Select a Kubernetes version—at the time of writing, version 1.19.6 is the latest version that is supported; don't worry if that specific version is not available for you. Kubernetes and AKS evolve very quickly, and new versions are introduced often:

			Note

			For production environments, deploying a cluster in an Availability Zone is recommended. However, since we are deploying a small cluster, not using Availability Zones works best for the examples in the book.

			
				
					[image: Entering the cluster name and selecting a region and Kubernetes version]
				

			

			Figure 2.4: Providing the cluster details

			Next, change the node count to 2. For the purposes of the demo in this book, the default Standard DS2 v2 node size is sufficient. This should make your cluster size look similar to that shown in Figure 2.5:

			
				
					[image: Updating the node count to 2 and verifying the Standard DS2 v2 machine size]
				

			

			Figure 2.5: Updated Node size and Node count

			Note

			Your free account has a four-core limit that will be breached if you go with the defaults.

			The final view of the first pane should look like Figure 2.6. There are a number of configuration panes, which you need not change for the demo cluster we'll that you'll use throughout this book. Since you are ready, hit the Review + create button to do a final review and create your cluster:

			
				
					[image: The final view of all the configurations under the Basics tab]
				

			

			Figure 2.6: Setting the cluster configuration

			In the final view, Azure will validate the configuration that was applied to your first cluster. If you get the message Validation passed, click Create:

			
				
					[image: Reviewing all the cluster configurations under the Review + create tab]
				

			

			Figure 2.7: The final validation of your cluster configuration

			Deploying the cluster should take roughly 10 minutes. Once the deployment is complete, you can check the deployment details as shown in Figure 2.8:

			
				
					[image: An overview of the deployment details once the cluster is successfully deployed]
				

			

			Figure 2.8: Deployment details once the cluster is successfully deployed

			If you get a quota limitation error, as shown in Figure 2.9, check the settings and try again. Make sure that you select the Standard DS2_v2 node size and only two nodes:

			
				
					[image: Redeploying the cluster with a smaller cluster size due to the quota limit error]
				

			

			Figure 2.9: Retrying with a smaller cluster size due to a quota limit error

			Moving to the next section, we'll take a quick first look at your cluster; hit the Go to resource button as seen in Figure 2.8. This will take you to the AKS cluster dashboard in the portal.

			A quick overview of your cluster in the Azure portal

			If you hit the Go to resource button in the previous section, you will see the overview of your cluster in the Azure portal:

			
				
					[image: An overview of the AKS pane in the Azure portal]
				

			

			Figure 2.10: The AKS pane in the Azure portal

			This is a quick overview of your cluster. It displays the name, the location, and the API server address. The navigation menu on the left provides different options to control and manage your cluster. Let's walk through a couple of interesting options that the has to portal offer.

			The Kubernetes resources section gives you an insight into the workloads that are running on your cluster. You could, for instance, see running deployments and running pods in your cluster. It also allows you to create new resources on your cluster. We will use this section later in the chapter after you have deployed your first application on AKS.

			In the Node pools pane, you can scale your existing node pool (meaning the nodes or servers in your cluster) either up or down by adding or removing nodes. You can add a new node pool, potentially with a different virtual machine size, and you can also upgrade your node pools individually. In Figure 2.11, you can see the + Add node pool option at the top-left corner, and if you select your node pool, the Upgrade and Scale options also become available in the top bar:

			
				
					[image: Adding, scaling, and upgrading node pools in the Node pools pane]
				

			

			Figure 2.11: Adding, scaling, and upgrading node pools

			In the Cluster configuration pane, you can instruct AKS to upgrade the control plane to a newer version. Typically, in a Kubernetes upgrade, you first upgrade the control plane, and then the individual node pools separately. This pane also allows you to enable role-based access control (RBAC) (which is enabled by default), and optionally integrate your cluster with Azure AD. You will learn more about Azure AD integration in Chapter 8, Role-based access control in AKS:

			
				
					[image: Upgrading the Kubernetes version of the API server using the Upgrade pane]
				

			

			Figure 2.12: Upgrading the Kubernetes version of the API server using the Upgrade pane

			Finally, the Insights pane allows you to monitor your cluster infrastructure and the workloads running on your cluster. Since your cluster is brand new, there isn't a lot of data to investigate. We will return back to this, in Chapter 7, Monitoring the AKS cluster and the application:

			
				
					[image: Monitoring cluster utilization using the Insights pane]
				

			

			Figure 2.13: Displaying cluster utilization using the Insights pane

			This concludes our quick overview of the cluster and some of the interesting configuration options in the Azure portal. In the next section, we'll connect to our AKS cluster using Cloud Shell and then launch a demo application on top of this cluster.

			Accessing your cluster using Azure Cloud Shell

			Once the deployment is completed successfully, find the small Cloud Shell icon near the search bar, as highlighted in Figure 2.14, and click it:

			
				
					[image: Clicking the Cloud Shell icon to open Azure Cloud Shell]
				

			

			Figure 2.14: Clicking the Cloud Shell icon to open Azure Cloud Shell

			The portal will ask you to select either PowerShell or Bash as your default shell experience. As we will be working mainly with Linux workloads, please select Bash:

			
				
					[image: Selecting Bash as the default code editor]
				

			

			Figure 2.15: Selecting the Bash option

			If this is the first time you have launched Cloud Shell, you will be asked to create a storage account; confirm and create it:

			
				
					[image: Creating a new storage account for Cloud Shell]
				

			

			Figure 2.16: Creating a new storage account for Cloud Shell

			After creating the storage, you might get an error message that contains a mount storage error. If that occurs, please restart your Cloud Shell:

			
				
					[image: Hitting the restart button upon potentially receiving a mount storage error ]
				

			

			Figure 2.17: Hitting the restart button upon receiving a mount storage error

			Click on the power button. It should restart, and you should see something similar to Figure 2.18:

			
				
					[image: Showing a user logged into Cloud Shell]
				

			

			Figure 2.18: Launching Cloud Shell successfully

			You can pull the splitter/divider up or down to see more or less of the shell:

			
				
					[image: Using the divider to resize the Cloud Shell window]
				

			

			Figure 2.19: Using the divider to make Cloud Shell larger or smaller

			The command-line tool that is used to interface with Kubernetes clusters is called kubectl. The benefit of using Azure Cloud Shell is that this tool, along with many others, comes preinstalled and is regularly maintained. kubectl uses a configuration file stored in ~/.kube/config to store credentials to access your cluster.

			Note

			There is some discussion in the Kubernetes community around the correct pronunciation of kubectl. The common way to pronounce it is either kube-c-t-l, kube-control, or kube-cuddle.

			To get the required credentials to access your cluster, you need to type the following command:

			az aks get-credentials \

			  --resource-group rg-handsonaks \

			  --name handsonaks

			Note

			In this book, you will commonly see longer commands spread over multiple lines using the backslash symbol. This helps improve the readability of the commands, while still allowing you to copy and paste them. If you are typing these commands, you can safely ignore the backslash and type the full command in a single line.

			To verify that you have access, type the following:

			kubectl get nodes

			You should see something like Figure 2.20:

			
				
					[image: Output of the kubectl get nodes command]
				

			

			Figure 2.20: Output of the kubectl get nodes command

			This command has verified that you can connect to your AKS cluster. In the next section, you'll go ahead and launch your first application.

			Deploying and inspecting your first demo application

			As you are all connected, let's launch your very first application. In this section, you will deploy your first application and inspect it using kubectl and later using the Azure portal. Let's start by deploying the application.

			Deploying the demo application

			In this section, you will deploy your demo application. For this, you will have to write a bit of code. In Cloud Shell, there are two options to edit code. You can do this either via command-line tools such as vi or nano or you can use a GUI-based code editor by typing the code commands in Cloud Shell. Throughout this book, you will mainly be instructed to use the graphical editor in the examples, but feel free to use any other tool you feel most comfortable with.

			For the purpose of this book, all the code examples are hosted in a GitHub repository. You can clone this repository to your Cloud Shell and work with the code examples directly. To clone the GitHub repo into your Cloud Shell, use the following command:

			git clone https://github.com/PacktPublishing/Hands-on-Kubernetes-on-Azure-Third-Edition.git Hands-On-Kubernetes-on-Azure

			To access the code examples for this chapter, navigate into the directory of the code examples and go to the Chapter02 directory:

			cd Hands-On-Kubernetes-on-Azure/Chapter02/

			You will use the code directly in the Chapter02 folder for now. At this point in the book, you will not focus on what is in the code files just yet. The goal of this chapter is to launch a cluster and deploy an application on top of it. In the following chapters, we will dive into how Kubernetes configuration files are built and how you can create your own.

			You will create an application based on the definition in the azure-vote.yaml file. To open that file in Cloud Shell, you can type the following command:

			code azure-vote.yaml

			Here is the code example for your convenience:

			1 	apiVersion: apps/v1

			2 	kind: Deployment

			3 	metadata:

			4 	  name: azure-vote-back

			5 	spec:

			6 	  replicas: 1

			7 	  selector:

			8 		matchLabels:

			9 		  app: azure-vote-back

			10	  template:

			11		metadata:

			12		  labels:

			13			app: azure-vote-back

			14		spec:

			15		  containers:

			16		  - name: azure-vote-back

			17			image: redis

			18			resources:

			19			  requests:

			20				cpu: 100m

			21				memory: 128Mi

			22			  limits:

			23				cpu: 250m

			24				memory: 256Mi

			25			ports:

			26			- containerPort: 6379

			27			  name: redis

			28	---

			29	apiVersion: v1

			30	kind: Service

			31	metadata:

			32	  name: azure-vote-back

			33	spec:

			34	  ports:

			35	  - port: 6379

			36	  selector:

			37		app: azure-vote-back

			38	---

			39	apiVersion: apps/v1

			40	kind: Deployment

			41	metadata:

			42	  name: azure-vote-front

			43	spec:

			44	  replicas: 1

			45	  selector:

			46		matchLabels:

			47		  app: azure-vote-front

			48	  template:

			49		metadata:

			50		  labels:

			51			app: azure-vote-front

			52		spec:

			53		  containers:

			54		  - name: azure-vote-front

			55			image: microsoft/azure-vote-front:v1

			56			resources:

			57			  requests:

			58				cpu: 100m

			59				memory: 128Mi

			60			  limits:

			61				cpu: 250m

			62				memory: 256Mi

			63			ports:

			64			- containerPort: 80

			65			env:

			66			- name: REDIS

			67			  value: "azure-vote-back"

			68	---

			69	apiVersion: v1

			70	kind: Service

			71	metadata:

			72	  name: azure-vote-front

			73	spec:

			74	  type: LoadBalancer

			75	  ports:

			76	  - port: 80

			77	  selector:

			78		app: azure-vote-front

			You can make changes to files in the Cloud Shell code editor. If you've made changes, you can save them by clicking on the ... icon in the upper-right corner, and then click Save to save the file as highlighted in Figure 2.21:

			
				
					[image: Saving changes in the Cloud Shell code editor]
				

			

			Figure 2.21: Save the azure-vote.yaml file

			The file should be saved. You can check this with the following command:

			cat azure-vote.yaml

			Note:

			Hitting the Tab button expands the file name in Linux. In the preceding scenario, if you hit Tab after typing az, it should expand to azure-vote.yaml.

			Now, let's launch the application:

			kubectl create -f azure-vote.yaml

			You should quickly see the output as shown in Figure 2.22, it tells you which resources have been created:

			
				
					[image: Output of the kubectl create command]
				

			

			Figure 2.22: Output of the kubectl create command

			You have successfully created your demo application. In the next section, you will inspect all the different objects Kubernetes created for this application and connect to your application.

			Exploring the demo application

			In the previous section, you deployed a demo application. In this section, you will explore the different objects that Kubernetes created for this application and connect to it.

			You can check the progress of the deployment by typing the following command:

			kubectl get pods

			If you typed this soon after creating the application, you might have seen that a certain pod was still in the ContainerCreating process:

			
				
					[image: Output of the kubectl get pods command]
				

			

			Figure 2.23: Output of the kubectl get pods command

			Note

			Typing kubectl can become tedious. You can use the alias command to make your life easier. You can use k instead of kubectl as the alias with the following command: alias k=kubectl. After running the preceding command, you can just use k get pods. For instructional purposes in this book, we will continue to use the full kubectl command.

			Hit the up arrow key and press Enter to repeat the kubectl get pods command until the status of all pods is Running. Setting up all the pods takes some time, and you could optionally follow their status using the following command:

			kubectl get pods --watch

			To stop following the status of the pods (when they are all in a running state), you can press Ctrl + C.

			In order to access your application publicly, you need one more thing. You need to know the public IP of the load balancer so that you can access it. If you remember from Chapter 1, Introduction to containers and Kubernetes, a service in Kubernetes will create an Azure load balancer. This load balancer will get a public IP in your application so you can access it publicly.

			Type the following command to get the public IP of the load balancer:

			kubectl get service azure-vote-front --watch

			At first, the external IP might show pending. Wait for the public IP to appear and then press Ctrl + C to exit:

			
				
					[image: Watching the service IP change from pending to the actual IP address]
				

			

			Figure 2.24: Watching the service IP change from pending to the actual IP address

			Note the external IP address and type it in a browser. You should see an output similar to Figure 2.25:

			
				
					[image: Output of the application you just launched as seen in the browser]
				

			

			Figure 2.25: The actual application you just launched

			Click on Cats or Dogs and watch the count go up.

			To see all the objects in Kubernetes that were created for your application, you can use the kubectl get all command. This will show an output similar to Figure 2.26:

			
				
					[image: Viewing all the objects by executing the kubectl get all command]
				

			

			Figure 2.26: Exploring all the Kubernetes objects created for your application

			As you can see, a number of objects were created:

			
					Pods: You will see two pods, one for the back end and one for the front end.

					Services: You will also see two services, one for the back end of type ClusterIP and one for the front end of type LoadBalancer. What these types mean will be explored in Chapter 3, Application deployment on AKS.

					Deployments: You will also see two deployments.

					ReplicaSets: And finally you'll see two ReplicaSets. 

			

			You can also view these objects from the Azure portal. To see, for example, the two deployments, you can click on Workloads in the left-hand navigation menu of the AKS pane, and you will see all the deployments in your cluster as shown in Figure 2.27. This figure shows you all the deployments in your cluster, including the system deployments. At the bottom of the list, you can see your own deployments. As you can also see in this figure, you can explore other objects such as pods and ReplicaSets using the top menu:

			
				
					[image: Viewing all the deployments in our cluster using the Azure portal]
				

			

			Figure 2.27: Exploring the two deployments part of your application in the Azure portal

			You have now launched your own cluster and your first Kubernetes application. Note that Kubernetes took care of tasks such as connecting the front end and the back end, and exposing them to the outside world, as well as providing storage for the services.

			Before moving on to the next chapter, let's clean up your deployment. Since you created everything from a file, you can also delete everything by pointing Kubernetes to that file. Type kubectl delete -f azure-vote.yaml and watch all your objects get deleted:

			
				
					[image: Deleting all the objects by running the kubectl delete command]
				

			

			Figure 2.28: Cleaning up the application

			In this section, you have connected to your AKS cluster using Cloud Shell, successfully launched and connected to a demo application, explored the objects created using Cloud Shell and the Azure portal, and finally, cleaned up the resources that were created.

			Summary

			Having completed this chapter, you will now be able to access and navigate the Azure portal to perform all the functions required to deploy an AKS cluster. We used the free trial on Azure to our advantage to learn the ins and outs of AKS. We also launched our own AKS cluster with the ability to customize configurations if required using the Azure portal.

			We also used Cloud Shell without installing anything on the computer. This is important for all the upcoming sections, where you will be doing more than just launching simple applications. Finally, we launched a publicly accessible service. The skeleton of this application is the same as for complex applications that we will cover in the later chapters.

			In the next chapter, we will take an in-depth look at different deployment options to deploy applications onto AKS.

		

	
		
			Section 2: Deploying on AKS

		

		
			At this point in the book, you have learned the basics of containers and Kubernetes and set up a Kubernetes cluster on Azure. In this section, you will learn how to deploy applications on top of that Kubernetes cluster.

			Throughout this section, you will progressively build and deploy different applications on top of AKS. You will start by deploying a simple application, and later introduce concepts such as scaling, monitoring, and authentication. By the end of the section, you should feel comfortable deploying applications to AKS.

			This section contains the following chapters:

			
					Chapter 3, Application deployment on AKS

					Chapter 4, Building scalable applications

					Chapter 5, Handling common failures in AKS

					Chapter 6, Securing your application with HTTPS

					Chapter 7, Monitoring the AKS cluster and the application

			

			Let's start this section by exploring application deployment on AKS in Chapter 3, Application deployment on AKS.

		

	
		
			
			

		

		
			3. Application deployment on AKS

		

		
			In this chapter, you will deploy two applications on Azure Kubernetes Service (AKS). An application consists of multiple parts, and you will build the applications one step at a time while the conceptual model behind them is explained. You will be able to easily adapt the steps in this chapter to deploy any other application on AKS.

			To deploy the applications and make changes to them, you will be using YAML files. YAML is a recursive acronym for YAML Ain't Markup Language. YAML is a language that is used to create configuration files to deploy to Kubernetes. Although you can use either JSON or YAML files to deploy applications to Kubernetes, YAML is the most commonly used language to do so. YAML became popular because it is easier for a human to read when compared to JSON or XML. You will see multiple examples of YAML files throughout this chapter and throughout the book.

			During the deployment of the sample guestbook application, you will see Kubernetes concepts in action. You will see how a deployment is linked to a ReplicaSet, and how that is linked to the pods that are deployed. A deployment is an object in Kubernetes that is used to define the desired state of an application. A deployment will create a ReplicaSet. A ReplicaSet is an object in Kubernetes that guarantees that a certain number of pods will always be available. Hence, a ReplicaSet will create one or more pods. A pod is an object in Kubernetes that is a group of one or more containers. Let's revisit the relationship between deployments, ReplicaSets, and pods:

			
				
					[image: Relationship showing that a deployment creates a replicaset, which in turn creates multiple pods]
				

			

			Figure 3.1: Relationship between a deployment, a ReplicaSet, and pods

			While deploying the sample applications, you will use the service object to connect to the application. A service in Kubernetes is an object that is used to provide a static IP address and DNS name to an application. Since a pod can be killed and moved to different nodes in the cluster, a service ensures you can connect to a static endpoint for your application.

			You will also edit the sample applications to provide configuration details using a ConfigMap. A ConfigMap is an object that is used to provide configuration details to pods. It allows you to keep configuration settings outside of the actual container. You can then provide these configuration details to your application by connecting the ConfigMap to your deployment.

			Finally, you will be introduced to Helm. Helm is a package manager for Kubernetes that helps to streamline the deployment process. You will deploy a WordPress site using Helm and gain an understanding of the value Helm brings to Kubernetes. This WordPress installation makes use of persistent storage in Kubernetes and you will learn how persistent storage in AKS is set up.

			The following topics will be covered in this chapter:

			
					Deploying the sample guestbook application step by step

					Full deployment of the sample guestbook application

					Using Helm to install complex Kubernetes applications

			

			We'll begin with the sample guestbook application.

			Deploying the sample guestbook application step by step

			In this chapter, you will deploy the classic guestbook sample Kubernetes application. You will be mostly following the steps from https://kubernetes.io/docs/tutorials/stateless-application/guestbook/ with some modifications. You will employ these modifications to show additional concepts, such as ConfigMaps, that are not present in the original sample.

			The sample guestbook application is a simple, multi-tier web application. The different tiers in this application will have multiple instances. This is beneficial for both high availability and scalability. The guestbook's front end is a stateless application because the front end doesn't store any state. The Redis cluster in the back end is stateful as it stores all the guestbook entries.

			You will be using this application as the basis for testing out the scaling of the back end and the front end, independently, in the next chapter.

			Before we get started, let's consider the application that we'll be deploying.

			Introducing the application

			The application stores and displays guestbook entries. You can use it to record the opinion of all the people who visit your hotel or restaurant, for example.

			Figure 3.2 shows you a high-level overview of the application. The application uses PHP as a front end. The front end will be deployed using multiple replicas. The application uses Redis for its data storage. Redis is an in-memory key-value database. Redis is most often used as a cache.

			
				
					[image: Architecture of the multi-tier guestbook application]
				

			

			Figure 3.2: High-level overview of the guestbook application

			We will begin deploying this application by deploying the Redis master.

			Deploying the Redis master

			In this section, you are going to deploy the Redis master. You will learn about the YAML syntax that is required for this deployment. In the next section, you will make changes to this YAML. Before making changes, let's start by deploying the Redis master.

			Perform the following steps to complete the task:

			
					Open your friendly Azure Cloud Shell, as highlighted in Figure 3.3:[image: Opening Cloud Shell from the Azure portal]
Figure 3.3: Opening the Cloud Shell


					If you have not cloned the GitHub repository for this book, please do so now by using the following command:git clone https: //github.com/PacktPublishing/Hands-on-Kubernetes-on-Azure-Third-Edition/


					Change into the directory for Chapter 3 using the following command:cd Hands-On-Kubernetes-on-Azure/Chapter03/


					Enter the following command to deploy the master:kubectl apply -f redis-master-deployment.yaml
It will take some time for the application to download and start running. While you wait, let's understand the command you just typed and executed. Let's start by exploring the content of the YAML file that was used (the line numbers are used for explaining key elements from the code snippets):
1   apiVersion: apps/v1
2   kind: Deployment
3   metadata:
4     name: redis-master
5     labels:
6       app: redis
7   spec:
8     selector:
9       matchLabels:
10        app: redis
11        role: master
12        tier: backend
13    replicas: 1
14    template:
15      metadata:
16        labels:
17          app: redis
18          role: master
19          tier: backend
20      spec:
21        containers:
22        - name: master
23          image: k8s.gcr.io/redis:e2e 
24          resources:
25            requests:
26              cpu: 100m
27              memory: 100Mi
28            limits:
29              cpu: 250m
30              memory: 1024Mi
31          ports:
32          - containerPort: 6379
Let's dive deeper into the code line by line to understand the provided parameters:
	Line 2: This states that we are creating a deployment. As explained in Chapter 1, Introduction to containers and Kubernetes, a deployment is a wrapper around pods that makes it easy to update and scale pods.
	Lines 4-6: Here, the deployment is given a name, which is redis-master.
	Lines 7-12: These lines let us specify the containers that this deployment will manage. In this example, the deployment will select and manage all containers for which labels match (app: redis, role: master, and tier: backend). The preceding label exactly matches the labels provided in lines 14-19.
	Line 13: This line tells Kubernetes that we need exactly one copy of the running Redis master. This is a key aspect of the declarative nature of Kubernetes. You provide a description of the containers your applications need to run (in this case, only one replica of the Redis master), and Kubernetes takes care of it.
	Line 14-19: These lines add labels to the running instance so that it can be grouped and connected to other pods. We will discuss them later to see how they are used.
	Line 22: This line gives the single container in the pod a name, which is master. In the case of a multi-container pod, each container in a pod requires a unique name.
	Line 23: This line indicates the container image that will be run. In this case, it is the redis image tagged with e2e (the latest Redis image that successfully passed its end-to-end [e2e] tests).
	Lines 24-30: These lines set the cpu/memory resources requested for the container. A request in Kubernetes is a reservation of resources that cannot be used by other pods. If those resources are not available in the cluster, the pod will not start. In this case, the request is 0.1 CPU, which is equal to 100m and is also often referred to as 100 millicores. The memory requested is 100Mi, or 104,857,600 bytes, which is equal to ~105 MB. CPU and memory limits are set in a similar way. Limits are caps on what a container can use. If your pod hits the CPU limit, it'll get throttled, whereas if it hits the memory limits, it'll get restarted. Setting requests and limits is a best practice in Kubernetes. For more info, refer to https://kubernetes.io/docs/concepts/configuration/manage-compute-resources-container/.
	Lines 31-32: These two lines indicate that the container is going to listen on port 6379.



			

			As you can see, the YAML definition for the deployment contains several settings and parameters that Kubernetes will use to deploy and configure your application.

			Note

			The Kubernetes YAML definition is similar to the arguments given to Docker to run a particular container image. If you had to run this manually, you would define this example in the following way:

			# Run a container named master, listening on port 6379, with 100M memory and 100m CPU using the redis:e2e image.

			docker run --name master -p 6379:6379 -m 100M -c 100m -d k8s.gcr.io/redis:e2e

			In this section, you have deployed the Redis master and learned about the syntax of the YAML file that was used to create this deployment. In the next section, you will examine the deployment and learn about the different elements that were created.

			Examining the deployment

			The redis-master deployment should be complete by now. Continue in the Azure Cloud Shell that you opened in the previous section and type the following:

			kubectl get all

			You should get an output similar to the one displayed in Figure 3.4. In your case, the name of the pod and the ReplicaSet might contain different IDs at the end of the name. If you do not see a pod, a deployment, and a ReplicaSet, please run the code as explained in step 4 in the previous section again.

			
				
					[image: A list of objects that were created by your deployment]
				

			

			Figure 3.4: Objects that were created by your deployment

			You can see that you created a deployment named redis-master. It controls a ReplicaSet named redis-master-f46ff57fd. On further examination, you will also find that the ReplicaSet is controlling a pod, redis- master-f46ff57fd-b8cjp. Figure 3.1 has a graphical representation of this relationship.

			More details can be obtained by executing the kubectl describe <object> <instance-name> command, as follows:

			kubectl describe deployment/redis-master

			This will generate an output as follows:

			
				
					[image: Using the kubectl describe command to fetch the details of the deployment]
				

			

			Figure 3.5: Description of the deployment

			You have now launched a Redis master with the default configuration. Typically, you would launch an application with an environment-specific configuration.

			In the next section, you will get acquainted with a new concept called ConfigMaps and then recreate the Redis master. So, before proceeding, clean up the current version, which you can do by running the following command:

			kubectl delete deployment/redis-master

			Executing this command will produce the following output:

			deployment.apps "redis-master" deleted

			In this section, you examined the Redis master deployment you created. You saw how a deployment relates to a ReplicaSet and how a ReplicaSet relates to pods. In the following section, you will recreate this Redis master with an environment-specific configuration provided via a ConfigMap.

			Redis master with a ConfigMap

			There was nothing wrong with the previous deployment. In practical use cases, it would be rare that you would launch an application without some configuration settings. In this case, you are going to set the configuration settings for redis-master using a ConfigMap.

			A ConfigMap is a portable way of configuring containers without having specialized images for each environment. It has a key-value pair for data that needs to be set on a container. A ConfigMap is used for non-sensitive configuration. Kubernetes has a separate object called a Secret. A Secret is used for configurations that contain critical data such as passwords. This will be explored in detail in Chapter 10, Storing Secrets in AKS of this book.

			In this example, you are going to create a ConfigMap. In this ConfigMap, you will configure redis-config as the key and the value will be the following two lines:

			maxmemory 2mb

			maxmemory-policy allkeys-lru

			Now, let's create this ConfigMap. There are two ways to create a ConfigMap:

			
					Creating a ConfigMap from a file

					Creating a ConfigMap from a YAML file

			

			In the following two sections, you'll explore both.

			Creating a ConfigMap from a file

			The following steps will help us create a ConfigMap from a file:

			
					Open the Azure Cloud Shell code editor by typing code redis-config in the terminal. Copy and paste the following two lines and save  the file as redis-config:maxmemory 2mb
maxmemory-policy allkeys-lru


					Now you can create the ConfigMap using the following code:kubectl create configmap \
  example-redis-config --from-file=redis-config
You should get an output as follows:
configmap/example-redis-config created


					You can use the same command to describe this ConfigMap:kubectl describe configmap/example-redis-config
The output will be as shown in Figure 3.6:


			

			
				
					[image: Using the kubectl describe command to fetch the description of the ConfigMap]
				

			

			Figure 3.6: Description of the ConfigMap

			In this example, you created the ConfigMap by referring to a file on disk. A different way to deploy ConfigMaps is by creating them from a YAML file. Let's have a look at how this can be done in the following section.

			Creating a ConfigMap from a YAML file

			In this section, you will recreate the ConfigMap from the previous section using a YAML file:

			
					To start, delete the previously created ConfigMap:kubectl delete configmap/example-redis-config


					Copy and paste the following lines into a file named example-redis-config.yaml, and then save the file:1  apiVersion: v1
2  data:
3    redis-config: |-
4      maxmemory 2mb
5      maxmemory-policy allkeys-lru
6  kind: ConfigMap
7  metadata:
8    name: example-redis-config


					You can now create your ConfigMap via the following command:kubectl create -f example-redis-config.yaml
You should get an output as follows:
configmap/example-redis-config created


					Next, run the following command:kubectl describe configmap/example-redis-config
This command returns the same output as the previous one, as shown in Figure 3.6.


			

			As you can see, using a YAML file, you were able to create the same ConfigMap.

			Note

			kubectl get has the useful -o option, which can be used to get the output of an object in either YAML or JSON. This is very useful in cases where you have made manual changes to a system and want to see the resulting object in YAML format. You can get the current ConfigMap in YAML using the following command:

			kubectl get -o yaml configmap/example-redis-config

			Now that you have the ConfigMap defined, let's use it.

			Using a ConfigMap to read in configuration data

			In this section, you will reconfigure the redis-master deployment to read configuration from the ConfigMap:

			
					To start, modify redis-master-deployment.yaml to use the ConfigMap as follows. The changes you need to make will be explained after the source code:1  apiVersion: apps/v1
2  kind: Deployment
3  metadata:
4    name: redis-master
5    labels:
6      app: redis
7  spec:
8    selector:
9      matchLabels:
10       app: redis
11       role: master
12       tier: backend
13   replicas: 1
14   template:
15     metadata:
16       labels:
17         app: redis
18         role: master
19         tier: backend
20     spec:
21       containers:
22       - name: master
23         image: k8s.gcr.io/redis:e2e
24         command:
25         - redis-server
26         - "/redis-master/redis.conf"
27         env:
28         - name: MASTER
29           value: "true"
30         volumeMounts:
31         - mountPath: /redis-master
32           name: config
33         resources:
34           requests:
35             cpu: 100m
36             memory: 100Mi
37         ports:
38         - containerPort: 6379
39       volumes:
40         - name: config
41           configMap:
42             name: example-redis-config
43             items:
44             - key: redis-config
45               path: redis.conf
Note
If you downloaded the source code accompanying this book, there is a file in Chapter 3, Application deployment on AKS, called redis-master-deployment_Modified.yaml, that has the necessary changes applied to it.
Let's dive deeper into the code to understand the different sections:
	Lines 24-26: These lines introduce a command that will be executed when your pod starts. In this case, this will start the redis-server pointing to a specific configuration file.
	Lines 27-29: These lines show how to pass configuration data to your running container. This method uses environment variables. In Docker form, this would be equivalent to docker run -e "MASTER=true". --name master -p 6379:6379 -m 100M -c 100m -d Kubernetes /redis:v1. This sets the environment variable MASTER to true. Your application can read the environment variable settings for its configuration.
	Lines 30-32: These lines mount the volume called config (this volume is defined in lines 39-45) on the /redis-master path on the running container. It will hide whatever exists on /redis-master on the original container.
	In Docker terms, it would be equivalent to  docker run -v config:/redis-master. -e "MASTER=TRUE" --name master -p 6379:6379 -m 100M -c 100m -d Kubernetes /redis:v1.
	Line 40: This gives the volume the name config. This name will be used within the context of this pod.
	Lines 41-42: This declares that this volume should be loaded from the example-redis-config ConfigMap. This ConfigMap should already exist in the system. You have already defined this, so you are good.
	Lines 43-45: Here, you are loading the value of the redis-config key (the two-line maxmemory settings) as a redis.conf file.



			

			By adding the ConfigMap as a volume and mounting the volume, you are able to load dynamic configuration.

			
					Let's create this updated deployment:kubectl create -f redis-master-deployment_Modified.yaml
This should output the following:
deployment.apps/redis-master created


					Let's now make sure that the configuration was successfully applied. First, get the pod's name:kubectl get pods
This should return an output similar to Figure 3.7:
[image: Fetching the details of the Redis-master pod using the kubectl get pods command]
Figure 3.7: Details of the pod


					Then exec into the pod and verify that the settings were applied:kubectl exec -it redis-master-<pod-id> -- redis-cli
This open a redis-cli session with the running pod. Now you can get the maxmemory configuration:
CONFIG GET maxmemory
And then you can get the maxmemory-policy configuration:
CONFIG GET maxmemory-policy
This should give you an output similar to Figure 3.8:
[image: Verifying the maxmemoery and maxmemory-policy custom configuration]
Figure 3.8: Verifying the Redis configuration in the pod


					To leave the Redis shell, type the exit command.

			

			To summarize, you have just performed an important part of configuring cloud-native applications, namely providing dynamic configuration data to an application. You will have also noticed that the apps have to be configured to read config dynamically. After you set up your app with configuration, you accessed a running container to verify the running configuration. You will use this methodology frequently throughout this book to verify the functionality of running applications.

			Note

			Connecting to a running container by using the kubectl exec command is useful for troubleshooting and doing diagnostics. Due to the ephemeral nature of containers, you should never connect to a container to do additional configuration or installation. This should either be part of your container image or configuration you provide via Kubernetes (as you just did).

			In this section, you configured the Redis master to load configuration data from a ConfigMap. In the next section, we will deploy the end-to-end application.

			Complete deployment of the sample guestbook application

			Having taken a detour to understand the dynamic configuration of applications using a ConfigMap, you will now return to the deployment of the rest of the guestbook application. You will once again come across the concepts of deployment, ReplicaSets, and pods. Apart from this, you will also be introduced to another key concept, called a service.

			To start the complete deployment, we are going to create a service to expose the Redis master service.

			Exposing the Redis master service

			When exposing a port in plain Docker, the exposed port is constrained to the host it is running on. With Kubernetes networking, there is network connectivity between different pods in the cluster. However, pods themselves are ephemeral in nature, meaning they can be shut down, restarted, or even moved to other hosts without maintaining their IP address. If you were to connect to the IP of a pod directly, you might lose connectivity if that pod was moved to a new host.

			Kubernetes provides the service object, which handles this exact problem. Using label-matching selectors, it sends traffic to the right pods. If there are multiple pods serving traffic to a service, it will also do load balancing. In this case, the master has only one pod, so it just ensures that the traffic is directed to the pod independent of the node the pod runs on. To create the service, run the following command:

			kubectl apply -f redis-master-service.yaml

			The redis-master-service.yaml file has the following content:

			1   apiVersion: v1

			2   kind: Service

			3   metadata:

			4     name: redis-master

			5     labels:

			6       app: redis

			7       role: master

			8       tier: backend

			9   spec:

			10   ports:

			11   - port: 6379

			12     targetPort: 6379

			13    selector:

			14      app: redis

			15      role: master

			16      tier: backend

			Let's now see what you have created using the preceding code:

			
					Lines 1-8: These lines tell Kubernetes that we want a service called redis-master, which has the same labels as our redis-master server pod.

					Lines 10-12: These lines indicate that the service should handle traffic arriving at port 6379 and forward it to port 6379 of the pods that match the selector defined between lines 13 and 16.

					Lines 13-16: These lines are used to find the pods to which the incoming traffic needs to be sent. So, any pod with labels matching (app: redis, role: master and tier: backend) is expected to handle port 6379 traffic. If you look back at the previous example, those are the exact labels we applied to that deployment.

			

			You can check the properties of the service by running the following command:

			kubectl get service

			This will give you an output as shown in Figure 3.9:

			
				
					[image: Obtaining the properties of the Redis-master service using the kubectl get service command]
				

			

			Figure 3.9: Properties of the created service

			You see that a new service, named redis-master, has been created. It has a Cluster-IP of 10.0.106.207 (in your case, the IP will likely be different). Note that this IP will work only within the cluster (hence the ClusterIP type).

			Note

			You are now creating a service of type ClusterIP. There are other types of service as well, which will be introduced later in this chapter.

			A service also introduces a Domain Name Server (DNS) name for that service. The DNS name is of the form <service-name>.<namespace>.svc.cluster.local; in this case, it would be redis-master.default.svc.cluster.local. To see this in action, we'll do a name resolution on our redis-master pod. The default image doesn't have nslookup installed, so we'll bypass that by running a ping command. Don't worry if that traffic doesn't return; this is because you didn't expose ping on your service, only the redis port. The command is, however, useful to see the full DNS name and the name resolution work. Let's have a look:

			kubectl get pods

			#note the name of your redis-master pod

			kubectl exec -it redis-master-<pod-id> -- bash

			ping redis-master

			This should output the resulting name resolution, showing you the Fully Qualified Domain Name (FQDN) of your service and the IP address that showed up earlier. You can stop the ping command from running by pressing Ctrl+C. You can exit the pod via the exit command, as shown in Figure 3.10:

			
				
					[image: Using a ping command to view the FQDN of your service]
				

			

			Figure 3.10: Using a ping command to view the FQDN of your service

			In this section, you exposed the Redis master using a service. This ensures that even if a pod moves to a different host, it can be reached through the service's IP address. In the next section, you will deploy the Redis replicas, which help to handle more read traffic.

			Deploying the Redis replicas

			Running a single back end on the cloud is not recommended. You can configure Redis in a leader-follower (master-slave) setup. This means that you can have a master that will serve write traffic and multiple replicas that can handle read traffic. It is useful for handling increased read traffic and high availability.

			Let's set this up:

			
					Create the deployment by running the following command:kubectl apply -f redis-replica-deployment.yaml


					Let's check all the resources that have been created now:kubectl get all
The output would be as shown in Figure 3.11:
[image: Using the kubectl get all command to show all objects created]
Figure 3.11: Deploying the Redis replicas creates a number of new objects


					Based on the preceding output, you can see that you created two replicas of the redis-replica pods. This can be confirmed by examining the redis-replica- deployment.yaml file:1   apiVersion: apps/v1
2   kind: Deployment
3   metadata:
4     name: redis-replica
5     labels:
6       app: redis
7   spec:
8     selector:
9       matchLabels:
10       app: redis
11       role: replica
12       tier: backend
13   replicas: 2
14   template:
15     metadata:
16       labels:
17         app: redis
18         role: replica
19         tier: backend
20     spec:
21       containers:
22       - name: replica
23         image: gcr.io/google-samples/gb-redis-follower:v1 24         resources:
25           requests:
26             cpu: 100m
27             memory: 100Mi
28         env:
29         - name: GET_HOSTS_FROM
30           value: dns
31         ports:
32         - containerPort: 6379
Everything is the same except for the following:
	Line 13: The number of replicas is 2.
	Line 23: You are now using a specific replica (follower) image.
	Lines 29-30: Setting GET_HOSTS_FROM to dns. This is a setting that specifies that Redis should get the hostname of the master using DNS.

As you can see, this is similar to the Redis master you created earlier.


					Like the master service, you need to expose the replica service by running the following:kubectl apply -f redis-replica-service.yaml
The only difference between this service and the redis-master service is that this service proxies traffic to pods that have the role:replica label.


					Check the redis-replica service by running the following command:kubectl get service
This should give you the output shown in Figure 3.12:


			

			
				
					[image: Redis master and Redis replica configuration details]
				

			

			Figure 3.12: Redis-master and redis-replica service

			You now have a Redis cluster up and running, with a single master and two replicas. In the next section, you will deploy and expose the front end.

			Deploying and exposing the front end

			Up to now, you have focused on the Redis back end. Now you are ready to deploy the front end. This will add a graphical web page to your application that you'll be able to interact with.

			You can create the front end using the following command:

			kubectl apply -f frontend-deployment.yaml

			To verify the deployment, run this command:

			kubectl get pods

			This will display the output shown in Figure 3.13:

			
				
					[image: Details of the frontend deployment]
				

			

			Figure 3.13: Verifying the front end deployment 

			You will notice that this deployment specifies 3 replicas. The deployment has the usual aspects with minor changes, as shown in the following code:

			1  apiVersion: apps/v1

			2   kind: Deployment

			3   metadata:

			4     name: frontend

			5     labels:

			6       app: guestbook

			7   spec:

			8     selector:

			9       matchLabels:

			10        app: guestbook

			11        tier: frontend

			12    replicas: 3

			13    template:

			14      metadata:

			15        labels:

			16          app: guestbook

			17          tier: frontend

			18      spec:

			19        containers:

			20        - name: php-redis

			21          image: gcr.io/google-samples/gb-frontend:v4

			22          resources:

			23            requests:

			24              cpu: 100m

			25              memory: 100Mi

			26          env:

			27          - name: GET_HOSTS_FROM

			28            value: env

			29          - name: REDIS_SLAVE_SERVICE_HOST

			30            value: redis-replica

			31          ports:

			32          - containerPort: 80

			Let's see these changes:

			
					Line 11: The replica count is set to 3.

					Line 8-10 and 14-16: The labels are set to app: guestbook and tier: frontend.

					Line 20: gb-frontend:v4 is used as the image.

			

			You have now created the front-end deployment. You now need to expose it as a service.

			Exposing the front-end service

			There are multiple ways to define a Kubernetes service. The two Redis services we created were of the type ClusterIP. This means they are exposed on an IP that is reachable only from the cluster, as shown in Figure 3.14:

			
				
					[image: Kubernetes service of type ClusterIP]
				

			

			Figure 3.14: Kubernetes service of type ClusterIP

			Another type of service is the type NodePort. A service of type NodePort is accessible from outside the cluster, by connecting to the IP of a node and the specified port. This service is exposed on a static port on each node as shown in Figure 3.15:

			
				
					[image: Kubernetes service of type NodePort]
				

			

			Figure 3.15: Kubernetes service of type NodePort

			A final type – which will be used in this example – is the LoadBalancer type. This will create an Azure Load Balancer that will get a public IP that you can use to connect to, as shown in Figure 3.16:

			
				
					[image: Kubernetes service of type LoadBalancer]
				

			

			Figure 3.16: Kubernetes service of type LoadBalancer

			The following code will help you to understand how the frontend service is exposed:

			1   apiVersion: v1

			2   kind: Service

			3   metadata:

			4     name: frontend

			5     labels:

			6       app: guestbook

			7       tier: frontend

			8   spec:

			9     type: LoadBalancer # line uncommented

			10    ports:

			11    - port: 80

			12    selector:

			13      app: guestbook

			14      tier: frontend

			This definition is similar to the services you created earlier, except that in line 9 you defined type: Load Balancer. This will create a service of that type, which will cause AKS to add rules to the Azure load balancer.

			Now that you have seen how a front-end service is exposed, let's make the guestbook application ready for use with the following steps:

			
					To create the service, run the following command:kubectl create -f frontend-service.yaml
This step takes some time to execute when you run it for the first time. In the background, Azure must perform a couple of actions to make it seamless. It has to create an Azure load balancer and a public IP and set the port-forwarding rules to forward traffic on port 80 to internal ports of the cluster.


					Run the following until there is a value in the EXTERNAL-IP column:kubectl get service -w
This should display the output shown in Figure 3.17:
[image: Fetching the external IP value of the front-end deployment]
Figure 3.17: External IP value


					In the Azure portal, if you click on All Resources and filter on Load balancer, you will see a kubernetes Load balancer. Clicking on it shows you something similar to Figure 3.18. The highlighted sections show you that there is a load balancing rule accepting traffic on port 80 and you have two public IP addresses:

			

			
				
					[image: Azure load balancer showing the load balancing rule accepting traffic on port 80 ]
				

			

			Figure 3.18: kubernetes Load balancer in the Azure portal

			If you click through on the two public IP addresses, you'll see both IP addresses linked to your cluster. One of those will be the IP address of your actual front-end service; the other one is used by AKS to make outbound connections.

			Note

			Azure has two types of load balancers: basic and standard.

			Virtual machines behind a basic load balancer can make outbound connections without any specific configuration. Virtual machines behind a standard load balancer (which is the default for AKS now) need an outbound rule on the load balancer to make outbound connections. This is why you see a second IP address configured.

			You're finally ready to see your guestbook app in action!

			The guestbook application in action

			Type the public IP of the service in your favorite browser. You should get the output shown in Figure 3.19:

			
				
					[image: Using the public IP address to see the Guestbook application in action]
				

			

			Figure 3.19: The guestbook application in action

			Go ahead and record your messages. They will be saved. Open another browser and type the same IP; you will see all the messages you typed.

			Congratulations – you have completed your first fully deployed, multi-tier, cloud-native Kubernetes application!

			To conserve resources on your free-trial virtual machines, it is better to delete the created deployments to run the next round of the deployments by using the following commands:

			kubectl delete deployment frontend redis-master redis-replica

			kubectl delete service frontend redis-master redis-replica

			Over the course of the preceding sections, you have deployed a Redis cluster and deployed a publicly accessible web application. You have learned how deployments, ReplicaSets, and pods are linked, and you have learned how Kubernetes uses the service object to route network traffic. In the next section of this chapter, you will use Helm to deploy a more complex application on top of Kubernetes.

			Installing complex Kubernetes applications using Helm

			In the previous section, you used static YAML files to deploy an application. When deploying more complicated applications, across multiple environments (such as dev/test/prod), it can become cumbersome to manually edit YAML files for each environment. This is where the Helm tool comes in.

			Helm is the package manager for Kubernetes. Helm helps you deploy, update, and manage Kubernetes applications at scale. For this, you write something called Helm Charts.

			You can think of Helm Charts as parameterized Kubernetes YAML files. If you think about the Kubernetes YAML files we wrote in the previous section, those files were static. You would need to go into the files and edit them to make changes.

			Helm Charts allow you to write YAML files with certain parameters in them, which you can dynamically set. This setting of the parameters can be done through a values file or as a command-line variable when you deploy the chart.

			Finally, with Helm, you don't necessarily have to write Helm Charts yourself; you can also use a rich library of pre-written Helm Charts and install popular software in your cluster through a simple command such as helm install --name my-release stable/mysql.

			This is exactly what you are going to do in the next section. You will install WordPress on your cluster by issuing only two commands. In the next chapters, you'll also dive into custom Helm Charts that you'll edit.

			Note

			On November 13, 2019, the first stable release of Helm v3 was released. We will be using Helm v3 in the following examples. The biggest difference between Helm v2 and Helm v3 is that Helm v3 is a fully client-side tool that no longer requires the server-side tool called Tiller.

			Let's start by installing WordPress on your cluster using Helm. In this section, you'll also learn about persistent storage in Kubernetes.

			Installing WordPress using Helm

			As mentioned in the introduction, Helm has a rich library of pre-written Helm Charts. To access this library, you'll have to add a repo to your Helm client:

			
					Add the repo that contains the stable Helm Charts using the following command:helm repo add bitnami \
  https://charts.bitnami.com/bitnami


					To install WordPress, run the following command:helm install handsonakswp bitnami/wordpress
This execution will cause Helm to install the chart detailed at https://github.com/bitnami/charts/tree/master/bitnami/wordpress.


			

			It takes some time for Helm to install and the site to come up. Let's look at a key concept, PersistentVolumeClaims, while the site is loading. After covering this, we'll go back and look at your site that got created.

			PersistentVolumeClaims

			A typical process requires compute, memory, network, and storage. In the guestbook example, we saw how Kubernetes helps us abstract the compute, memory, and network. The same YAML files work across all cloud providers, including a cloud-specific setup of public-facing load balancers. The WordPress example shows how the last piece, namely storage, is abstracted from the underlying cloud provider.

			In this case, the WordPress Helm Chart depends on the MariaDB helm chart (https://github.com/bitnami/charts/tree/master/bitnami/mariadb) for its database installation.

			Unlike stateless applications, such as our front ends, MariaDB requires careful handling of storage. To make Kubernetes handle stateful workloads, it has a specific object called a StatefulSet. A StatefulSet (https://kubernetes.io/docs/concepts/workloads/controllers/statefulset/) is like a deployment with the additional capability of ordering, and the uniqueness of the pods. This means that Kubernetes will ensure that the pod and its storage are kept together. Another way that StatefulSets help is with the consistent naming of pods in a StatefulSet. The pods are named <pod-name>-#, where # starts from 0 for the first pod, and 1 for the second pod.

			Running the following command, you can see that MariaDB has a predictable number attached to it, whereas the WordPress deployment has a random number attached to the end:

			kubectl get pods

			This will generate the output shown in Figure 3.20:

			
				
					[image: Naming of pods using a StatefulSet]
				

			

			Figure 3.20: Numbers attached to MariaDB and WordPress pods

			The numbering reinforces the ephemeral nature of the deployment pods versus the StatefulSet pods.

			Another difference is how pod deletion is handled. When a deployment pod is deleted, Kubernetes will launch it again anywhere it can, whereas when a StatefulSet pod is deleted, Kubernetes will relaunch it only on the node it was running on. It will relocate the pod only if the node is removed from the Kubernetes cluster.

			Often, you will want to attach storage to a StatefulSet. To achieve this, a StatefulSet requires a PersistentVolume (PV). This volume can be backed by many mechanisms (including blocks, such as Azure Blob, EBS, and iSCSI, and network filesystems, such as AFS, NFS, and GlusterFS). StatefulSets require either a pre-provisioned volume or a dynamically provisioned volume handled by a PersistentVolumeClaim (PVC). A PVC allows a user to dynamically request storage, which will result in a PV being created.

			Please refer to https://kubernetes.io/docs/concepts/storage/persistent-volumes/ for more detailed information.

			In this WordPress example, you are using a PVC. A PVC provides an abstraction over the underlying storage mechanism. Let's look at what the MariaDB Helm Chart did by running the following:

			kubectl get statefulset -o yaml > mariadbss.yaml

			code mariadbss.yaml

			In the preceding command, you got the YAML definition of the StatefulSet that was created and stored it in a file called mariadbss.yaml. Let's look at the most relevant parts of that YAML file. The code has been truncated to only show the most relevant parts:

			1   apiVersion: v1

			2   items:

			3   - apiVersion: apps/v1

			4     kind: StatefulSet

			...

			285           volumeMounts:

			286           - mountPath: /bitnami/mariadb

			287             name: data

			...           

			306 volumeClaimTemplates:

			307 - apiVersion: v1

			308   kind: PersistentVolumeClaim

			309   metadata:

			310     creationTimestamp: null

			311     labels:

			312       app.kubernetes.io/component: primary

			313       app.kubernetes.io/instance: handsonakswp

			314       app.kubernetes.io/name: mariadb

			315     name: data

			316   spec:

			317     accessModes:

			318     - ReadWriteOnce

			319     resources:

			320       requests:

			321         storage: 8Gi

			322     volumeMode: Filesystem

			...

			Most of the elements of the preceding code have been covered earlier in the deployment. In the following points, we will highlight the key differences, to take a look at just the PVC:

			Note

			PVC can be used by any pod, not just StatefulSet pods.

			Let's discuss the different elements of the preceding code in detail:

			
					Line 4: This line indicates the StatefulSet declaration.

					Lines 285-287: These lines mount the volume defined as data and mount it under the /bitnami/mariadb path.

					Lines 306-322: These lines declare the PVC. Note specifically:	Line 315: This line gives it the name data, which is reused at line 285.
	Line 318: This line gives the access mode ReadWriteOnce, which will create block storage, which on Azure is a disk. There are other access modes as well, namely ReadOnlyMany and ReadWriteMany. As the name suggests, a ReadWriteOnce volume can only be attached to a single pod, while a ReadOnlyMany or ReadWriteMany volume can be attached to multiple pods at the same time. These last two types require a different underlying storage mechanism such as Azure Files or Azure Blob.
	Line 321: This line defines the size of the disk.



			

			Based on the preceding information, Kubernetes dynamically requests and binds an 8 GiB volume to this pod. In this case, the default dynamic-storage provisioner backed by the Azure disk is used. The dynamic provisioner was set up by Azure when you created the cluster. To see the storage classes available on your cluster, you can run the following command:

			kubectl get storageclass

			This will show you an output similar to Figure 3.21:

			
				
					[image: List of storage classes available on your cluster]
				

			

			Figure 3.21: Different storage classes in your cluster

			We can get more details about the PVC by running the following:

			kubectl get pvc

			The output generated is displayed in Figure 3.22:

			
				
					[image: A list of PVCs in the created cluster]
				

			

			Figure 3.22: Different PVCs in the cluster

			When we asked for storage in the StatefulSet description (lines 128-143), Kubernetes performed Azure-disk-specific operations to get the Azure disk with 8 GiB of storage. If you copy the name of the PVC and paste that in the Azure search bar, you should find the disk that was created:

			
				
					[image: Getting the disk linked to a PVC]
				

			

			Figure 3.23: Getting the disk linked to a PVC

			The concept of a PVC abstracts cloud provider storage specifics. This allows the same Helm template to work across Azure, AWS, or GCP. On AWS, it will be backed by Elastic Block Store (EBS), and on GCP it will be backed by Persistent Disk.

			Also, note that PVCs can be deployed without using Helm.

			In this section, the concept of storage in Kubernetes using PersistentVolumeClaim (PVC) was introduced. You saw how they were created by the WordPress Helm deployment, and how Kubernetes created an Azure disk to support the PVC used by MariaDB. In the next section, you will explore the WordPress application on Kubernetes in more detail.

			Checking the WordPress deployment

			After our analysis of the PVCs, let's check back in with the Helm deployment. You can check the status of the deployment using:

			helm ls

			This should return the output shown in Figure 3.24:

			
				
					[image: Checking status of the WordPress application deployment in Helm]
				

			

			Figure 3.24: WordPress application deployment status

			We can get more info from our deployment in Helm using the following command:

			helm status handsonakswp

			This will return the output shown in Figure 3.25:

			
				
					[image: Fetching further details of the WordPress deployment using the helm status command]
				

			

			Figure 3.25: Getting more details about the deployment

			This shows you that your chart was deployed successfully. It also shows more info on how you can connect to your site. You won't be using these steps for now; you will revisit these steps in Chapter 5, Handling common failures in AKS, in the section where we cover fixing storage mount issues. For now, let's look into everything that Helm created for you:

			kubectl get all

			This will generate an output similar to Figure 3.26:

			
				
					[image: List of objects created by Helm]
				

			

			Figure 3.26: List of objects created by Helm

			If you don't have an external IP yet, wait for a couple of minutes and retry the command.

			You can then go ahead and connect to your external IP and access your WordPress site. Figure 3.27 is the resulting output:

			
				
					[image: Connecting to the WordPress site using the external IP]
				

			

			Figure 3.27: WordPress site being displayed on connection with the external IP

			To make sure you don't run into issues in the following chapters, let's delete the WordPress site. This can be done in the following way:

			helm delete handsonakswp

			By design, the PVCs won't be deleted. This ensures persistent data is kept. As you don't have any persistent data, you can safely delete the PVCs as well:

			kubectl delete pvc --all

			Note

			Be very careful when executing kubectl delete <object> --all as it will delete all the objects in a namespace. This is not recommended on a production cluster.

			In this section, you have deployed a full WordPress site using Helm. You also learned how Kubernetes handles persistent storage using PVCs.

			Summary

			In this chapter, you deployed two applications. You started the chapter by deploying the guestbook application. During that deployment, the details of pods, ReplicaSets, and deployments were explored. You also used dynamic configuration using ConfigMaps. Finally, you looked into how services are used to route traffic to the deployed applications.

			The second application you deployed was a WordPress application. You deployed it via the Helm package manager. As part of this deployment, PVCs were used, and you explored how they were used in the system and how they were linked to disks on Azure.

			In Chapter 4, Building scalable applications, you will look into scaling applications and the cluster itself. You will first learn about the manual and automatic scaling of the application, and afterward, you'll learn about the manual and automatic scaling of the cluster itself. Finally, different ways in which applications can be updated on Kubernetes will be explained.

		

	
		
			
			

		

		
			4. Building scalable applications

		

		
			When running an application efficiently, the ability to scale and upgrade your application is critical. Scaling allows your application to handle additional load. While upgrading, scaling is needed to keep your application up to date and to introduce new functionality.

			Scaling on demand is one of the key benefits of using cloud-native applications. It also helps optimize resources for your application. If the front end component encounters heavy load, you can scale the front end alone, while keeping the same number of back end instances. You can increase or reduce the number of virtual machines (VMs) required depending on your workload and peak demand hours. This chapter will cover the scale dimensions of the application and its infrastructure in detail.

			In this chapter, you will learn how to scale the sample guestbook application that was introduced in Chapter 3, Application deployment on AKS. You will first scale this application using manual commands, and afterward you'll learn how to autoscale it using the Horizontal Pod Autoscaler (HPA). The goal is to make you comfortable with kubectl, which is an important tool for managing applications running on top of Azure Kubernetes Service (AKS). After scaling the application, you will also scale the cluster. You will first scale the cluster manually, and then use the cluster autoscaler to automatically scale the cluster. In addition, you will get a brief introduction on how you can upgrade applications running on top of AKS.

			In this chapter, we will cover the following topics:

			
					Scaling your application

					Scaling your cluster

					Upgrading your application

			

			Let's begin this chapter by discussing the different dimensions of scaling applications on top of AKS.

			Scaling your application

			There are two scale dimensions for applications running on top of AKS. The first scale dimension is the number of pods a deployment has, while the second scale dimension in AKS is the number of nodes in the cluster.

			By adding new pods to a deployment, also known as scaling out, you can add additional compute power to the deployed application. You can either scale out your applications manually or have Kubernetes take care of this automatically via HPA. HPA can monitor metrics such as the CPU to determine whether pods need to be added to your deployment.

			The second scale dimension in AKS is the number of nodes in the cluster. The number of nodes in a cluster defines how much CPU and memory are available for all the applications running on that cluster. You can scale your cluster manually by changing the number of nodes, or you can use the cluster autoscaler to automatically scale out your cluster. The cluster autoscaler watches the cluster for pods that cannot be scheduled due to resource constraints. If pods cannot be scheduled, it will add nodes to the cluster to ensure that your applications can run.

			Both scale dimensions will be covered in this chapter. In this section, you will learn how you can scale your application. First, you will scale your application manually, and then later, you will scale your application automatically.

			Manually scaling your application

			To demonstrate manual scaling, let's use the guestbook example that we used in the previous chapter. Follow these steps to learn how to implement manual scaling: 

			Note

			In the previous chapter, we cloned the example files in Cloud Shell. If you didn't do this back then, we recommend doing that now:

			git clone https://github.com/PacktPublishing/Hands-On-Kubernetes-on-Azure-third-edition

			For this chapter, navigate to the Chapter04 directory:

			cd Chapter04

			
					Set up the guestbook by running the kubectl create command in the Azure command line:kubectl create -f guestbook-all-in-one.yaml


					After you have entered the preceding command, you should see something similar to what is shown in Figure 4.1 in your command-line output:[image: Setting up the guestbook application by running the kubectl create command]
Figure 4.1: Launching the guestbook application


					Right now, none of the services are publicly accessible. We can verify this by running the following command:kubectl get service


					As seen in Figure 4.2, none of the services have an external IP:[image: Verifying to ensure none of the services are publicly accessible]
Figure 4.2: Output confirming that none of the services have a public IP


					To test the application, you will need to expose it publicly. For this, let's introduce a new command that will allow you to edit the service in Kubernetes without having to change the file on your file system. To start the edit, execute the following command:kubectl edit service frontend


					This will open a vi environment. Use the down arrow key to navigate to the line that says type: ClusterIP and change that to type: LoadBalancer, as shown in Figure 4.3. To make that change, hit the I button, change type to LoadBalancer, hit the Esc button, type :wq!, and then hit Enter to save the changes:[image: Changing the type from ClusterIP to LoadBalancer]
Figure 4.3: Changing this line to type: LoadBalancer


					Once the changes are saved, you can watch the service object until the public IP becomes available. To do this, type the following:kubectl get service -w


					It will take a couple of minutes to show you the updated IP. Once you see the correct public IP, you can exit the watch command by hitting Ctrl + C:[image: Output showing the front-end service getting a public IP]
Figure 4.4: Output showing the front-end service getting a public IP


					Type the IP address from the preceding output into your browser navigation bar as follows: http://<EXTERNAL-IP>/. The result of this is shown in Figure 4.5:

			

			
				
					[image: Entering the IP address in the browser to view the guestbook sample]
				

			

			Figure 4.5: Browse to the guestbook application

			The familiar guestbook sample should be visible. This shows that you have successfully publicly accessed the guestbook.

			Now that you have the guestbook application deployed, you can start scaling the different components of the application.

			Scaling the guestbook front-end component

			Kubernetes gives us the ability to scale each component of an application dynamically. In this section, we will show you how to scale the front end of the guestbook application. Right now, the front-end deployment is deployed with three replicas. You can confirm by using the following command:

			kubectl get pods

			This should return an output as shown in Figure 4.6:

			
				
					[image: Output confirming that we have three replicas in the front-end deployment]
				

			

			Figure 4.6: Confirming the three replicas in the front-end deployment

			To scale the front-end deployment, you can execute the following command:

			kubectl scale deployment/frontend --replicas=6

			This will cause Kubernetes to add additional pods to the deployment. You can set the number of replicas you want, and Kubernetes takes care of the rest. You can even scale it down to zero (one of the tricks used to reload the configuration when the application doesn't support the dynamic reload of configuration). To verify that the overall scaling worked correctly, you can use the following command:

			kubectl get pods

			This should give you the output shown in Figure 4.7:

			
				
					[image: Output showing 6 pods running in the frontend deployment after scaling out ]
				

			

			Figure 4.7: Different pods running in the guestbook application after scaling out

			As you can see, the front-end service scaled to six pods. Kubernetes also spread these pods across multiple nodes in the cluster. You can see the nodes that this is running on with the following command:

			kubectl get pods -o wide

			This will generate the following output:

			
				
					[image: Output showing the nodes on which the pods are running]
				

			

			Figure 4.8: Showing which nodes the pods are running on

			In this section, you have seen how easy it is to scale pods with Kubernetes. This capability provides a very powerful tool for you to not only dynamically adjust your application components but also provide resilient applications with failover capabilities enabled by running multiple instances of components at the same time. However, you won't always want to manually scale your application. In the next section, you will learn how you can automatically scale your application in and out by automatically adding and removing pods in a deployment.

			Using the HPA

			Scaling manually is useful when you're working on your cluster. For example, if you know your load is going to increase, you can manually scale out your application. In most cases, however, you will want some sort of autoscaling to happen on your application. In Kubernetes, you can configure autoscaling of your deployment using an object called the Horizontal Pod Autoscaler (HPA).

			HPA monitors Kubernetes metrics at regular intervals and, based on the rules you define, it automatically scales your deployment. For example, you can configure the HPA to add additional pods to your deployment once the CPU utilization of your application is above 50%.

			In this section, you will configure the HPA to scale the front-end of the application automatically:

			
					To start the configuration, let's first manually scale down our deployment to one instance:kubectl scale deployment/frontend --replicas=1


					Next up, we'll create an HPA. Open up the code editor in Cloud Shell by typing code hpa.yaml and enter the following code:1   apiVersion: autoscaling/v1
2   kind: HorizontalPodAutoscaler
3   metadata:
4     name: frontend-scaler
5   spec:
6     scaleTargetRef:
7       apiVersion: apps/v1
8       kind: Deployment
9       name: frontend
10    minReplicas: 1
11    maxReplicas: 10
12    targetCPUUtilizationPercentage: 50
Let's investigate what is configured in this file:
	Line 2: Here, we define that we need HorizontalPodAutoscaler.
	Lines 6-9: These lines define the deployment that we want to autoscale.
	Lines 10-11: Here, we configure the minimum and maximum pods in our deployment.
	Lines 12: Here, we define the target CPU utilization percentage for our deployment.



					Save this file, and create the HPA using the following command:kubectl create -f hpa.yaml
This will create our autoscaler. You can see your autoscaler with the following command:
kubectl get hpa
This will initially output something as shown in Figure 4.9:
[image: Output displaying target as unknown, which indicates that the HPA isn't ready yet]
Figure 4.9: The target unknown shows that the HPA isn't ready yet
It takes a couple of seconds for the HPA to read the metrics. Wait for the return from the HPA to look something similar to the output shown in Figure 4.10:
[image: Output showing the target with a percentage indicating that the HPA is ready]
Figure 4.10: Once the target shows a percentage, the HPA is ready


					You will now go ahead and do two things: first, you will watch the pods to see whether new pods are created. Then, you will create a new shell, and create some load for the system. Let's start with the first task—watching our pods:kubectl get pods -w
This will continuously monitor the pods that get created or terminated.
Let's now create some load in a new shell. In Cloud Shell, hit the open new session icon to open a new shell:
[image: Clicking the open new session icon to open a new Cloud Shell]
Figure 4.11: Use this button to open a new Cloud Shell
This will open a new tab in your browser with a new session in Cloud Shell. You will generate load for the application from this tab.


					Next, you will use a program called hey to generate this load. hey is a tiny program that sends loads to a web application. You can install and run hey using the following commands:export GOPATH=~/go
export PATH=$GOPATH/bin:$PATH
go get -u github.com/rakyll/hey
hey -z 20m http://<external-ip>
The hey program will now try to create up to 20 million connections to the front-end. This will generate CPU loads on the system, which will trigger the HPA to start scaling the deployment. It will take a couple of minutes for this to trigger a scale action, but at a certain point, you should see multiple pods being created to handle the additional load, as shown in Figure 4.12:
[image: Output showing new pods being created by the HPA to handle the additional load]
Figure 4.12: New pods get started by the HPA
At this point, you can go ahead and kill the hey program by hitting Ctrl + C.


					Let's have a closer look at what the HPA did by running the following command:kubectl describe hpa
We can see a few interesting points in the describe operation, as shown in Figure 4.13:
[image: Running the kubectl describe hpa command to get a detailed view of the HPA]
Figure 4.13: Detailed view of the HPA
The annotations in Figure 4.13 are explained as follows:
	This shows you the current CPU utilization (384%) versus the desired (50%). The current CPU utilization will likely be different in your situation.
	This shows you that the current desired replica count is higher than the actual maximum you had configured. This ensures that a single deployment doesn't consume all resources in the cluster.
	This shows you the scaling actions that the HPA took. It first scaled to 4, then to 8, and then to 10 pods in the deployment.



					If you wait for a couple of minutes, the HPA should start to scale down. You can track this scale-down operation using the following command:kubectl get hpa -w
This will track the HPA and show you the gradual scaling down of the deployment, as displayed in Figure 4.14:
[image: Tracking the HPA scale down using the kubectl get hpa -w command]
Figure 4.14: Watching the HPA scale down


					Before we move on to the next section, let's clean up the resources we created in this section:kubectl delete -f hpa.yaml
kubectl delete -f guestbook-all-in-one.yaml


			

			In this section, you first manually and then automatically scaled an application. However, the infrastructure supporting the application was static; you ran this on a two-node cluster. In many cases, you might also run out of resources on the cluster. In the next section, you will deal with this issue and learn how you can scale the AKS cluster yourself.

			Scaling your cluster

			In the previous section, you dealt with scaling the application running on top of a cluster. In this section, you'll learn how you can scale the actual cluster you are running. First, you will manually scale your cluster to one node. Then, you'll configure the cluster autoscaler. The cluster autoscaler will monitor your cluster and scale out when there are pods that cannot be scheduled on the cluster.

			Manually scaling your cluster

			You can manually scale your AKS cluster by setting a static number of nodes for the cluster. The scaling of your cluster can be done either via the Azure portal or the command line.

			In this section, you'll learn how you can manually scale your cluster by scaling it down to one node. This will cause Azure to remove one of the nodes from your cluster. First, the workload on the node that is about to be removed will be rescheduled onto the other node. Once the workload is safely rescheduled, the node will be removed from your cluster, and then the VM will be deleted from Azure.

			To scale your cluster, follow these steps:

			
					Open the Azure portal and go to your cluster. Once there, go to Node pools and click on the number below Node count, as shown in Figure 4.15:[image: Manually scaling the cluster using the Azure portal]
Figure 4.15: Manually scaling the cluster


					This will open a pop-up window that will give the option to scale your cluster. For our example, we will scale down our cluster to one node, as shown in Figure 4.16:[image: Pop-up window confirming the new cluster size]
Figure 4.16: Pop-up window confirming the new cluster size


					Hit the Apply button at the bottom of the screen to save these settings. This will cause Azure to remove a node from your cluster. This process will take about 5 minutes to complete. You can follow the progress by clicking on the notification icon at the top of the Azure portal as follows:

			

			
				
					[image: Clicking the notification icon in the Azure portal to check the progress of the scale-down operation]
				

			

			Figure 4.17: Cluster scaling can be followed using the notifications in the Azure portal

			Once this scale-down operation has completed, relaunch the guestbook application on this small cluster:

			kubectl create -f guestbook-all-in-one.yaml

			In the next section, you will scale out the guestbook so that it can no longer run on this small cluster. You will then configure the cluster autoscaler to scale out the cluster.

			Scaling your cluster using the cluster autoscaler

			In this section, you will explore the cluster autoscaler. The cluster autoscaler will monitor the deployments in your cluster and scale your cluster to meet your application requirements. The cluster autoscaler watches the number of pods in your cluster that cannot be scheduled due to insufficient resources. You will first force your deployment to have pods that cannot be scheduled, and then configure the cluster autoscaler to automatically scale your cluster.

			To force your cluster to be out of resources, you will—manually—scale out the redis-replica  deployment. To do this, use the following command:

			kubectl scale deployment redis-replica --replicas 5

			You can verify that this command was successful by looking at the pods in our cluster:

			kubectl get pods

			This should show you something similar to the output shown in Figure 4.18:

			
				
					[image: Output displaying four out of five pods as pending due to the cluster being out of resources]
				

			

			Figure 4.18: Four out of five pods are pending, meaning they cannot be scheduled

			As you can see, you now have two pods in a Pending state. The Pending state in Kubernetes means that that pod cannot be scheduled onto a node. In this case, this is due to the cluster being out of resources.

			Note

			If your cluster is running on a larger VM size than the DS2v2, you might not notice pods in a Pending state now. In that case, increase the number of replicas to a higher number until you see pods in a pending state.

			You will now configure the cluster autoscaler to automatically scale the cluster. Similar to manual scaling in the previous section, there are two ways you can configure the cluster autoscaler. You can configure it either via the Azure portal—similar to how we did the manual scaling—or you can configure it using the command-line interface (CLI). In this example, you will use CLI to enable the cluster autoscaler. The following command will configure the cluster autoscaler for your cluster:

			az aks nodepool update --enable-cluster-autoscaler \

			  -g rg-handsonaks --cluster-name handsonaks \

			  --name agentpool --min-count 1 --max-count 2

			This command configures the cluster autoscaler on the node pool you have in the cluster. It configures it to have a minimum of one node and a maximum of two nodes. This will take a couple of minutes to configure.

			Once the cluster autoscaler is configured, you can see it in action by using the following command to watch the number of nodes in the cluster:

			kubectl get nodes -w

			It will take about 5 minutes for the new node to show up and become Ready in the cluster. Once the new node is Ready, you can stop watching the nodes by hitting Ctrl + C. You should see an output similar to what you see in Figure 4.19:

			
				
					[image: Output showing a new node joining the cluster ]
				

			

			Figure 4.19: The new node joins the cluster

			The new node should ensure that your cluster has sufficient resources to schedule the scaled-out redis- replica deployment. To verify this, run the following command to check the status of the pods:

			kubectl get pods

			This should show you all the pods in a Running state as follows:

			
				
					[image: Output displaying all pods in a Running state]
				

			

			Figure 4.20: All pods are now in a Running state

			Now clean up the resources you created, disable the cluster autoscaler, and ensure that your cluster has two nodes for the next example. To do this, use the following commands:

			kubectl delete -f guestbook-all-in-one.yaml

			az aks nodepool update --disable-cluster-autoscaler \

			  -g rg-handsonaks --cluster-name handsonaks --name agentpool

			az aks nodepool scale --node-count 2 -g rg-handsonaks \

			  --cluster-name handsonaks --name agentpool

			Note

			The last command from the previous example will show you an error message, The new node count is the same as the current node count., if the cluster already has two nodes. You can safely ignore this error.

			In this section, you first manually scaled down your cluster and then used the cluster autoscaler to scale out your cluster. You used the Azure portal to scale down the cluster manually and then used the Azure CLI to configure the cluster autoscaler. In the next section, you will look into how you can upgrade applications running on AKS.

			Upgrading your application

			Using deployments in Kubernetes makes upgrading an application a straightforward operation. As with any upgrade, you should have good failbacks in case something goes wrong. Most of the issues you will run into will happen during upgrades. Cloud-native applications are supposed to make dealing with this relatively easy, which is possible if you have a very strong development team that embraces DevOps principles.

			The State of DevOps report (https://puppet.com/resources/report/2020-state-of-devops-report/) has reported for multiple years that companies that have high software deployment frequency rates have higher availability and stability in their applications as well. This might seem counterintuitive, as doing software deployments heightens the risk of issues. However, by deploying more frequently and deploying using automated DevOps practices, you can limit the impact of software deployment.

			There are multiple ways you can make updates to applications running in a Kubernetes cluster. In this section, you will explore the following ways to update Kubernetes resources:

			
					Upgrading by changing YAML files: This method is useful when you have access to the full YAML file required to make the update. This can be done either from your command line or from an automated system.

					Upgrading using kubectl edit: This method is mostly used for minor changes on a cluster. It is a quick way to update your configuration live on a cluster.

					Upgrading using kubectl patch: This method is useful when you need to script a particular small update to a Kubernetes but don't have access to the full YAML file. It can be done either from a command line or an automated system. If you have access to the original YAML files, it is typically better to edit the YAML file and use kubectl apply to apply the updates.

					Upgrading using Helm: This method is used when your application is deployed through Helm.

			

			The methods described in the following sections work great if you have stateless applications. If you have a state stored anywhere, make sure to back up that state before you try upgrading your application.

			Let's start this section by doing the first type of upgrade by changing YAML files.

			Upgrading by changing YAML files

			In order to upgrade a Kubernetes service or deployment, you can update the actual YAML definition file and apply that to the currently deployed application. Typically, we use kubectl create to create resources. Similarly, we can use kubectl apply to make changes to the resources.

			The deployment detects the changes (if any) and matches the running state to the desired state. Let's see how this is done:

			
					Start with our guestbook application to explore this example:kubectl apply -f guestbook-all-in-one.yaml


					After a few minutes, all the pods should be running. Let's perform the first upgrade by changing the service from ClusterIP to LoadBalancer, as you did earlier in the chapter. However, now you will edit the YAML file rather than using kubectl edit. Edit the YAML file using the following command:code guestbook-all-in-one.yaml
Uncomment line 102 in this file to set the type to LoadBalancer, and save the file, as shown in Figure 4.21:
[image: Changing the service type from ClusterIP to LoadBalancer using the YAML file]
Figure 4.21: Setting the type to LoadBalancer in the guestbook-all-in-one YAML file


					Apply the change as shown in the following code:kubectl apply -f guestbook-all-in-one.yaml
You should see an output similar to Figure 4.22:
[image: Output confirming that the service’s frontend has been updated]
Figure 4.22: The service's front-end is updated
As you can see in Figure 4.22, only the object that was updated in the YAML file, which is the service in this case, was updated on Kubernetes, and the other objects remained unchanged.


					You can now get the public IP of the service using the following command:kubectl get service
Give it a few minutes, and you should be shown the IP, as displayed in Figure 4.23:
[image: Using the kubectl get service command to display the public IP of the service]
Figure 4.23: Output displaying a public IP


					You will now make another change. You'll downgrade the front-end image on line 127 from image: gcr.io/google-samples/gb-frontend:v4 to the following:image: gcr.io/google-samples/gb-frontend:v3
This change can be made by opening the guestbook application in the editor by using this familiar command:
code guestbook-all-in-one.yaml


					Run the following command to perform the update and watch the pods change:kubectl apply -f guestbook-all-in-one.yaml && kubectl get pods -w
This will generate an output similar to Figure 4.24:
[image: Output displaying new pods created from a new ReplicaSet]
Figure 4.24: Pods from a new ReplicaSet are created
What you can see here is that a new version of the pod gets created (based on a new ReplicaSet). Once the new pod is running and ready, one of the old pods is terminated. This create-terminate loop is repeated until only new pods are running. In Chapter 5, Handling common failures in AKS, you'll see an example of such an upgrade gone wrong and you'll see that Kubernetes will not continue with the upgrade process until the new pods are healthy.


					Running kubectl get events | grep ReplicaSet will show the rolling update strategy that the deployment uses to update the front-end images:[image: Monitoring Kubernetes events and filtering to only see ReplicaSet-related events]
Figure 4.25: Monitoring Kubernetes events and filtering to only see ReplicaSet-related events
Note
In the preceding example, you are making use of a pipe—shown by the | sign—and the grep command. A pipe in Linux is used to send the output of one command to the input of another command. In this case, you sent the output of kubectl get events to the grep command. Linux uses the grep command to filter text. In this case, you used the grep command to only show lines that contain the word ReplicaSet.
You can see here that the new ReplicaSet gets scaled up, while the old one gets scaled down. You will also see two ReplicaSets for the front-end, the new one replacing the other one pod at a time:
kubectl get replicaset
This will display the output shown in Figure 4.26:
[image: Output showing two ReplicaSets are available for the frontend deployment, one with 0 pods, the other with 3 pods]
Figure 4.26: Two different ReplicaSets


					Kubernetes will also keep a history of your rollout. You can see the rollout history using this command:kubectl rollout history deployment frontend
This will generate the output shown in Figure 4.27:
[image: Displaying the rollout history of the deployment]
Figure 4.27: Deployment history of the application


					Since Kubernetes keeps a history of the rollout, this also enables rollback. Let's do a rollback of your deployment:kubectl rollout undo deployment frontend
This will trigger a rollback. This means that the new ReplicaSet will be scaled down to zero instances, and the old one will be scaled up to three instances again. You can verify this using the following command:
kubectl get replicaset
The resultant output is as shown in Figure 4.28:
[image: Output displaying the old ReplicaSet with three pods and the new ReplicaSet scaled down to zero]
Figure 4.28: The old ReplicaSet now has three pods, and the new one is scaled down to zero
This shows you, as expected, that the old ReplicaSet is scaled back to three instances and the new one is scaled down to zero instances.


					Finally, let's clean up again by running the kubectl delete command:kubectl delete -f guestbook-all-in-one.yaml
Congratulations! You have completed the upgrade of an application and a rollback to a previous version.


			

			In this example, you have used kubectl apply to make changes to your application. You can similarly also use kubectl edit to make changes, which will be explored in the next section.

			Upgrading an application using kubectl edit

			You can also make changes to your application running on top of Kubernetes by using kubectl edit. You used this previously in this chapter, in the Manually scaling your application section. When running kubectl edit, the vi editor will be opened for you, which will allow you to make changes directly against the object in Kubernetes.

			Let's redeploy the guestbook application without a public load balancer and use kubectl to create the load balancer:

			
					Undo the changes you made in the previous step. You can do this by using the following command:git reset --hard


					You will then deploy the guestbook application:kubectl create -f guestbook-all-in-one.yaml


					To start the edit, execute the following command:kubectl edit service frontend


					This will open a vi environment. Navigate to the line that now says type: ClusterIP (line 27) and change that to type: LoadBalancer, as shown in Figure 4.29. To make that change, hit the I button, type your changes, hit the Esc button, type :wq!, and then hit Enter to save the changes:[image: Displaying the rollout history of the deployment]
Figure 4.29: Changing this line to type: LoadBalancer


					Once the changes are saved, you can watch the service object until the public IP becomes available. To do this, type the following:kubectl get svc -w


					It will take a couple of minutes to show you the updated IP. Once you see the right public IP, you can exit the watch command by hitting Ctrl + C.

			

			This is an example of using kubectl edit to make changes to a Kubernetes object. This command will open up a text editor to interactively make changes. This means that you need to interact with the text editor to make the changes. This will not work in an automated environment. To make automated changes, you can use the kubectl patch command.

			Upgrading an application using kubectl patch

			In the previous example, you used a text editor to make the changes to Kubernetes. In this example, you will use the kubectl patch command to make changes to resources on Kubernetes. The patch command is particularly useful in automated systems when you don't have access to the original YAML file that is deployed on a cluster. It can be used, for example, in a script or in a continuous integration/continuous deployment system.

			There are two main ways in which to use kubectl patch: either by creating a file containing your changes (called a patch file) or by providing the changes inline. Both approaches will be explained here. First, in this example, you'll change the image of the front-end from v4 to v3 using a patch file:

			
					Start this example by creating a file called frontend-image-patch.yaml:code frontend-image-patch.yaml


					Use the following text as a patch in that file:spec:
  template:
    spec:
      containers:
      - name: php-redis
        image: gcr.io/google-samples/gb-frontend:v3
This patch file uses the same YAML layout as a typical YAML file. The main thing about a patch file is that it only has to contain the changes and doesn't have to be capable of deploying the whole resource.


					To apply the patch, use the following command:kubectl patch deployment frontend \
  --patch "$(cat frontend-image-patch.yaml)"
This command does two things: first, it reads the frontend-image-patch.yaml file using the cat command, and then it passes that to the kubectl patch command to execute the change.


					You can verify the changes by describing the front-end deployment and looking for the Image section:kubectl describe deployment frontend
This will display an output as follows:
[image: Running the kubectl describe deployment frontend command to confirm if we’re running the old image]
Figure 4.30: After the patch, we are running the old image
This was an example of using the patch command using a patch file. You can also apply a patch directly on the command line without creating a YAML file. In this case, you would describe the change in JSON rather than in YAML.
Let's run through an example in which we will revert the image change to v4:


					Run the following command to patch the image back to v4:kubectl patch deployment frontend \
--patch='
{
    "spec": {
        "template": {
            "spec": {
                "containers": [{
                    "name": "php-redis",
                    "image": "gcr.io/google-samples/gb-frontend:v4"
                }]
            }
        }
    }
}'


					You can verify this change by describing the deployment and looking for the Image section:kubectl describe deployment frontend
This will display the output shown in Figure 4.31:


			

			
				
					[image: Running the kubectl describe deployment frontend command to confirm if we’re running the new image]
				

			

			Figure 4.31: After another patch, we are running the new version again

			Before moving on to the next example, let's remove the guestbook application from the cluster:

			kubectl delete -f guestbook-all-in-one.yaml

			So far, you have explored three ways of upgrading Kubernetes applications. First, you made changes to the actual YAML file and applied them using kubectl apply. Afterward, you used kubectl edit and kubectl patch to make more changes. In the final section of this chapter, you will use Helm to upgrade an application.

			Upgrading applications using Helm

			This section will explain how to perform upgrades using Helm operators:

			
					Run the following command:helm install wp bitnami/wordpress
You will force an update of the image of the MariaDB container. Let's first check the version of the current image:
kubectl describe statefulset wp-mariadb | grep Image
At the time of writing, the image version is 10.5.8-debian-10-r46 as follows:
[image: Output displaying the current image version of the StatefulSet]
Figure 4.32: Getting the current image of the StatefulSet
Let's look at the tags from https://hub.docker.com/r/bitnami/mariadb/tags and select another tag. For example, you could select the 10.5.8-debian-10-r44 tag to update your StatefulSet.
However, in order to update the MariaDB container image, you need to get the root password for the server and the password for the database. This is because the WordPress application is configured to use these passwords to connect to the database. By default, the update using Helm on the WordPress deployment would generate new passwords. In this case, you'll be providing the existing passwords, to ensure the application remains functional.
The passwords are stored in a Kubernetes Secret object. Secrets will be explained in more depth in Chapter 10, Storing secrets in AKS. You can get the MariaDB passwords in the following way:
kubectl get secret wp-mariadb -o yaml
This will generate the output shown in Figure 4.33:
[image: Output displaying encrypted secrets, that is, the MariaDB passwords]
Figure 4.33: The encrypted secrets that MariaDB uses
In order to get the decoded password, use the following command:
echo "<password>" | base64 -d
This will show us the decoded root password and the decoded database password, as shown in Figure 4.34:
[image: Output displaying the unencrypted version of the MariaDB passwords]
Figure 4.34: The decoded root and database passwords
You also need the WordPress password. You can get that by getting the wp-wordpress secret and using the same decoding process:
kubectl get secret wp-wordpress -o yaml
echo "<WordPress password>" | base64 -d


					You can update the image tag with Helm and then watch the pods change using the following command:helm upgrade wp bitnami/wordpress \
--set mariadb.image.tag=10.5.8-debian-10-r44\
--set mariadb.auth.password="<decoded password>" \
--set mariadb.auth.rootPassword="<decoded password>" \
--set wordpressPassword="<decoded password>" \
&& kubectl get pods -w
This will update the image of MariaDB and make a new pod start. You should see an output similar to Figure 4.35, where you can see the previous version of the database pod being terminated, and a new one start:
[image: Output displaying the previous MariaDB pod beingterminated and a new one starting]
Figure 4.35: The previous MariaDB pod gets terminated and a new one starts
Running describe on the new pod and grepping for Image will show us the new image version:
kubectl describe pod wp-mariadb-0 | grep Image
This will generate an output as shown in Figure 4.36:
[image: Output displaying the new image version]
Figure 4.36: Showing the new image


					Finally, clean up by running the following command:helm delete wp
kubectl delete pvc --all
kubectl delete pv --all


			

			You have now learned how to upgrade an application using Helm. As you have seen in this example, upgrading using Helm can be done by using the --set operator. This makes performing upgrades and multiple deployments using Helm efficient.

			Summary

			This a chapter covered a plethora of information on building scalable applications. The goal was to show you how to scale deployments with Kubernetes, which was achieved by creating multiple instances of your application.

			We started the chapter by looking at how to define the use of a load balancer and leverage the deployment scale feature in Kubernetes to achieve scalability. With this type of scalability, you can also achieve failover by using a load balancer and multiple instances of the software for stateless applications. We also looked into using the HPA to automatically scale your deployment based on load.

			After that, we looked at how you can scale the cluster itself. First, we manually scaled the cluster, and afterward we used a cluster autoscaler to scale the cluster based on application demand.

			We finished the chapter by looking into different ways to upgrade a deployed application: first, by exploring updating YAML files manually, and then by learning two additional kubectl commands (edit and patch) that can be used to make changes. Finally, we learned how Helm can be used to perform these upgrades.

			In the next chapter, we will look at a couple of common failures that you may face while deploying applications to AKS and how to fix them.

		

	
		
			
			

		

		
			5. Handling common failures in AKS

		

		
			Kubernetes is a distributed system with many working parts. AKS abstracts most of it for you, but it is still your responsibility to know where to look and how to respond when bad things happen. Much of the failure handling is done automatically by Kubernetes; however, you will encounter situations where manual intervention is required.

			There are two areas where things can go wrong in an application that is deployed on top of AKS. Either the cluster itself has issues, or the application deployed on top of the cluster has issues. This chapter focuses specifically on cluster issues. There are several things that can go wrong with a cluster.

			The first thing that can go wrong is a node in the cluster can become unavailable. This can happen either due to an Azure infrastructure outage or due to an issue with the virtual machine itself, such as an operating system crash. Either way, Kubernetes monitors the cluster for node failures and will recover automatically. You will see this process in action in this chapter.

			A second common issue in a Kubernetes cluster is out-of-resource failures. This means that the workload you are trying to deploy requires more resources than are available on your cluster. You will learn how to monitor these signals and how you can solve them.

			Another common issue is problems with mounting storage, which happens when a node becomes unavailable. When a node in Kubernetes becomes unavailable, Kubernetes will not detach the disks attached to this failed node. This means that those disks cannot be used by workloads on other nodes. You will see a practical example of this and learn how to recover from this failure.

			We will look into the following topics in depth in this chapter:

			
					Handling node failures

					Solving out-of-resource failures

					Handling storage mount issues

			

			In this chapter, you will learn about common failure scenarios, as well as solutions to those scenarios. To start, we will introduce node failures.

			Note:

			Refer to Kubernetes the Hard Way (https://github.com/kelseyhightower/kubernetes-the-hard-way), an excellent tutorial, to get an idea about the blocks on which Kubernetes is built. For the Azure version, refer to Kubernetes the Hard Way – Azure Translation (https://github.com/ivanfioravanti/kubernetes-the-hard-way-on-azure).

			Handling node failures

			Intentionally (to save costs) or unintentionally, nodes can go down. When that happens, you don't want to get the proverbial 3 a.m. call that your system is down. Kubernetes can handle moving workloads on failed nodes automatically for you instead. In this exercise, you are going to deploy the guestbook application and bring a node down in your cluster to see what Kubernetes does in response:

			
					Ensure that your cluster has at least two nodes:kubectl get nodes
This should generate an output as shown in Figure 5.1:
[image: List of nodes in the created cluster]
Figure 5.1: List of nodes in the cluster
If you don't have two nodes in your cluster, look for your cluster in the Azure portal, navigate to Node pools, select the pool you wish to scale, and click on Scale. You can then scale Node count to 2 nodes as shown in Figure 5.2:
[image: Scaling the cluster size to two nodes using the Azure portal]
Figure 5.2: Scaling the cluster


					As an example application in this section, deploy the guestbook application. The YAML file to deploy this has been provided in the source code for this chapter (guestbook-all-in-one.yaml). To deploy the guestbook application, use the following command:kubectl create -f guestbook-all-in-one.yaml


					Watch the service object until the public IP becomes available. To do this, type the following:kubectl get service -w
Note
You can also get services in Kubernetes by using kubectl get svc rather than the full kubectl get service.


					This will take a couple of seconds to show you the updated external IP. Figure 5.3 shows the service's public IP. Once you see the public IP appear (20.72.244.113 in this case), you can exit the watch command by hitting Ctrl + C:[image: Fetching the external IP of the Service object]
Figure 5.3: The external IP of the frontend service changes from <pending> to an actual IP address


					Go to http://<EXTERNAL-IP> (http://20.72.244.113 in this case) as shown in Figure 5.4:[image: Browsing to the guestbook application using the external IP]
Figure 5.4: Browsing to the guestbook application


					Let's see where the pods are currently running using the following command:kubectl get pods -o wide
This will generate an output as shown in Figure 5.5:
[image: List of pods running on nodes 0 and 2]
Figure 5.5: The pods are spread between node 0 and node 2
This shows you that you should have the workload spread between node 0 and node 2.
Note
In the example shown in Figure 5.5, the workload is spread between nodes 0 and 2. You might notice that node 1 is missing here. If you followed the example in Chapter 4,  Building scalable applications, your cluster should be in a similar state. The reason for this is that as Azure removes old nodes and adds new nodes to a cluster (as you did in Chapter 4, Building scalable applications), it keeps incrementing the node counter. 


					Before introducing the node failures, there are two optional steps you can take to verify whether your application can continue to run. You can run the following command to hit the guestbook front end every 5 seconds and get the HTML. It's recommended to open this in a new Cloud Shell window:while true; do 
  curl -m 1 http://<EXTERNAl-IP>/; 
  sleep 5;
done
Note
The preceding command will keep calling your application till you press Ctrl + C. There might be intermittent times where you don't get a reply, which is to be expected as Kubernetes takes a couple of minutes to rebalance the system.
You can also add some guestbook entries to see what happens to them when you cause the node to shut down. This will display an output as shown in Figure 5.6:
[image: Adding a couple of entries in the guestbook application]
Figure 5.6: Writing a couple of messages in the guestbook


					In this example, you are exploring how Kubernetes handles a node failure. To demonstrate this, shut down a node in the cluster. You can shut down either node, although for maximum impact it is recommended you shut down the node from step 6 that hosted the most pods. In the case of the example shown, node 2 will be shut down.To shut down this node, look for VMSS (virtual machine scale sets) in the Azure search bar, and select the scale set used by your cluster, as shown in Figure 5.7. If you have multiple scale sets in your subscription, select the one whose name corresponds to the node names shown in Figure 5.5:
[image: Searching for vmss in the azure search bar, and selecting the scale set used by your cluster]
Figure 5.7: Looking for the scale set hosting your cluster
After navigating to the pane of the scale set, go to the Instances view, select the instance you want to shut down, and then hit the Stop button, as shown in Figure 5.8:
[image: Shutting down the desired node through the Instances pane of the scale set used by your cluster]
Figure 5.8: Shutting down node 2
This will shut down the node. To see how Kubernetes will react with your pods, you can watch the pods in your cluster via the following command:
kubectl get pods -o wide -w
After a while, you should notice additional output, showing you that the pods got rescheduled on the healthy host, as shown in Figure 5.9:
[image: Pods from the failed node getting rescheduled on healthy nodes]
Figure 5.9: The pods from the failed node getting recreated on a healthy node
What you see here is the following:
	The Redis master pod running on node 2 got terminated as the host became unhealthy.
	A new Redis master pod got created, on host 0. This went through the stages Pending, ContainerCreating, and then Running.

Note
In the preceding example, Kubernetes picked up that the host was unhealthy before it rescheduled the pods. If you were to do kubectl get nodes, you would see node 2 is in a NotReady state. There is a configuration in Kubernetes called pod-eviction-timeout that defines how long the system will wait to reschedule pods on a healthy host. The default is 5 minutes.


					If you recorded a number of messages in the guestbook during step 7, browse back to the guestbook application on its public IP. What you can see is that all your precious messages are gone! This shows the importance of having PersistentVolumeClaims (PVCs) for any data that you want to survive in the case of a node failure, which is not the case in our application here. You will see an example of this in the last section of this chapter.

			

			In this section, you learned how Kubernetes automatically handles node failures by recreating pods on healthy nodes. In the next section, you will learn how you can diagnose and solve out-of-resource issues.

			Solving out-of-resource failures

			Another common issue that can come up with Kubernetes clusters is the cluster running out of resources. When the cluster doesn't have enough CPU power or memory to schedule additional pods, pods will become stuck in a Pending state. You have seen this behavior in Chapter 4, Building scalable applications, as well.

			Kubernetes uses requests to calculate how much CPU power or memory a certain pod requires. The guestbook application has requests defined for all the deployments. If you open the guestbook-all-in-one.yaml file in the folder Chapter05, you'll see the following for the redis-replica deployment:

			63  kind: Deployment

			64  metadata:

			65    name: redis-replica

			...

			83          resources:

			84            requests:

			85              cpu: 200m

			86              memory: 100Mi

			This section explains that every pod for the redis-replica deployment requires 200m of a CPU core (200 milli or 20%) and 100MiB (Mebibyte) of memory. In your 2 CPU clusters (with node 1 shut down), scaling this to 10 pods will cause issues with the available resources. Let's look into this:

			Note

			In Kubernetes, you can use either the binary prefix notation or the base 10 notation to specify memory and storage. Binary prefix notation means using KiB (kibibyte) to represent 1,024 bytes, MiB (mebibyte) to represent 1,024 KiB, and Gib (gibibyte) to represent 1,024 MiB. Base 10 notation means using kB (kilobyte) to represent 1,000 bytes, MB (megabyte) to represent 1,000 kB, and GB (gigabyte) represents 1,000 MB.

			
					Let's start by scaling the redis-replica deployment to 10 pods:kubectl scale deployment/redis-replica --replicas=10


					This will cause a couple of new pods to be created. We can check our pods using the following:kubectl get pods
This will generate an output as shown in Figure 5.10:
[image: The Redis replica pod in a Pending state due to a shortage of resources]
Figure 5.10: Some pods are in the Pending state
Highlighted here is one of the pods that are in the Pending state. This occurs if the cluster is out of resources.


					We can get more information about these pending pods using the following command:kubectl describe pod redis-replica-<pod-id>
This will show you more details. At the bottom of the describe command, you should see something like what's shown in Figure 5.11:
[image: Fetching more details about the pending pod using the kubectl describe pod command]
Figure 5.11: Kubernetes is unable to schedule this pod
It explains two things:
	One of the nodes is out of CPU resources.
	One of the nodes has a taint (node.kubernetes.io/unreachable) that the pod didn't tolerate. This means that the node that is NotReady can't accept pods.



					We can solve this capacity issue by starting up node 2 as shown in Figure 5.12. This can be done in a way similar to the shutdown process:[image: Starting node 2 again from the Instances pane of the selected VMSS]
Figure 5.12: Start node 2 again


					It will take a couple of minutes for the other node to become available again in Kubernetes. You can monitor the progress on the pods by executing the following command:kubectl get pods -w
This will show you an output after a couple of minutes similar to Figure 5.13:
[image: Monitoring the transition of the pods from the Pending state to the Running state]
Figure 5.13: Pods move from a Pending state to ContainerCreating to Running
Here again, you see the container status change from Pending, to ContainerCreating, to finally Running. 


					If you re-execute the describe command on the previous pod, you'll see an output like what's shown in Figure 5.14:

			

			
				
					[image: Output showing that the Kubernetes scheduler assigned the redis replica pod to node 2]
				

			

			Figure 5.14: When the node is available again, the Pending pods are assigned to that node

			This shows that after node 2 became available, Kubernetes scheduled the pod on that node, and then started the container.

			In this section, you learned how to diagnose out-of-resource errors. You were able to solve the error by adding another node to the cluster. Before moving on to the final failure mode, clean up the guestbook deployment.

			Note

			In Chapter 4, Building scalable applications, the cluster autoscaler was introduced. The cluster autoscaler will monitor out-of-resource errors and add new nodes to the cluster automatically.

			Let's clean up the guestbook deployment by running the following delete command:

			kubectl delete -f guestbook-all-in-one.yaml

			It is now also safe to close the other Cloud Shell window you opened earlier.

			So far, you have learned how to recover from two failure modes for nodes in a Kubernetes cluster. First, you saw how Kubernetes handles a node going offline and how the system reschedules pods to a working node. After that, you saw how Kubernetes uses requests to manage the scheduling of pods on a node, and what happens when a cluster is out of resources. In the next section, you'll learn about another failure mode in Kubernetes, namely what happens when Kubernetes encounters storage mounting issues.

			Fixing storage mount issues

			Earlier in this chapter, you noticed how the guestbook application lost data when the Redis master was moved to another node. This happened because that sample application didn't use any persistent storage. In this section, you'll see an example of how PVCs can be used to prevent data loss when Kubernetes moves a pod to another node. You will see a common error that occurs when Kubernetes moves pods with PVCs attached, and you'll learn how to fix this.

			For this, you will reuse the WordPress example from the previous chapter. Before starting, let's make sure that the cluster is in a clean state:

			kubectl get all

			This should show you just the one Kubernetes service, as in Figure 5.15:

			
				
					[image: Checking the status of the cluster using the kubectl get all command]
				

			

			Figure 5.15: You should only have the one Kubernetes service running for now

			Let's also ensure that both nodes are running and Ready:

			kubectl get nodes

			This should show us both nodes in a Ready state, as in Figure 5.16:

			
				
					[image: Checking the status of both nodes using the kubectl get nodes command]
				

			

			Figure 5.16: You should have two nodes available in your cluster

			In the previous example, under the Handling node failures section, you saw that the messages stored in redis-master are lost if the pod gets restarted. The reason for this is that redis-master stores all data in its container, and whenever it is restarted, it uses the clean image without the data. In order to survive reboots, the data has to be stored outside. Kubernetes uses PVCs to abstract the underlying storage provider to provide this external storage.

			To start this example, set up the WordPress installation.

			Starting the WordPress installation

			Let's start by installing WordPress. We will demonstrate how it works and then verify that storage is still present after a reboot.

			If you have not done so yet in a previous chapter, add the Helm repository for Bitnami:

			helm repo add bitnami https://charts.bitnami.com/bitnami

			Begin reinstallation by using the following command:

			helm install wp bitnami/wordpress

			This will take a couple of minutes to process. You can follow the status of this installation by executing the following command:

			kubectl get pods -w

			After a couple of minutes, this should show you two pods with a status of Running and with a ready status of 1/1 for both pods, as shown in Figure 5.17:

			
				
					[image: Using kubectl get pods -w to follow the progress of WordPress installation]
				

			

			Figure 5.17: All pods will have the status of Running after a couple of minutes

			You might notice that the wp-wordpress pod went through an Error status and was restarted afterward. This is because the wp-mariadb pod was not ready in time, and wp-wordpress went through a restart. You will learn more about readiness and how this can influence pod restarts in Chapter 7, Monitoring the AKS cluster and the application.

			In this section, you saw how to install WordPress. Now, you will see how to avoid data loss using persistent volumes.

			Using persistent volumes to avoid data loss

			A persistent volume (PV) is the way to store persistent data in the cluster with Kubernetes. PVs were discussed in more detail in Chapter 3, Application deployment on AKS. Let's explore the PVs created for the WordPress deployment:

			
					You can get the PersistentVolumeClaims using the following command:kubectl get pvc
This will generate an output as shown in Figure 5.18:
[image: Fetching the details of the PersistentVolumeClaims using the kubectl get pvc command]
Figure 5.18: Two PVCs are created by the WordPress deployment
A PersistentVolumeClaim will result in the creation of a PersistentVolume. The PersistentVolume is the link to the physical resource created, which is an Azure disk in this case. The following command shows the actual PVs that are created:
kubectl get pv
This will show you the two PersistentVolumes:
[image: Using the kubectl get pv command to check the created PersistentVolumes]
Figure 5.19: Two PVs are created to store the data of the PVCs
You can get more details about the specific PersistentVolumes that were created. Copy the name of one of the PVs, and run the following command:
kubectl describe pv <pv name>
This will show you the details of that volume, as in Figure 5.20:
[image: Using the kubectl describe pv<pv name> command to get details of specific PersistentVolumes]
Figure 5.20: The details of one of the PVs
Here, you can see which PVC has claimed this volume and what the DiskName is in Azure.


					Verify that your site is working:kubectl get service
This will show us the public IP of our WordPress site, as seen in Figure 5.21:
[image: Obtaining the public IP of our WordPress site]
Figure 5.21: Public IP of the WordPress site


					If you remember from Chapter 3, Application deployment of AKS, Helm showed you the commands you need to get the admin credentials for our WordPress site. Let's grab those commands and execute them to log on to the site as follows:helm status wp
echo Username: user
echo Password: $(kubectl get secret --namespace default wp-wordpress -o jsonpath="{.data.wordpress-password}" | base64 -d)
This will show you the username and password, as displayed in Figure 5.22:


			

			
				
					[image: Using Helm commands to obtain a username and password to login to the WordPress site]
				

			

			Figure 5.22: Getting the username and password for the WordPress application

			You can log in to our site via the following address: http://<external-ip>/admin. Log in here with the credentials from the previous step. Then you can go ahead and add a post to your website. Click the Write your first blog post button, and then create a short post, as shown in Figure 5.23:

			
				
					[image: Writing your first blog post on the WordPress website]
				

			

			Figure 5.23: Writing your first blog post

			Type some text now and hit the Publish button, as shown in Figure 5.24. The text itself isn't important; you are writing this to verify that data is indeed persisted to disk:

			
				
					[image: Using the Publish button to publish a post with random text on the WordPress website]
				

			

			Figure 5.24: Publishing a post with random text

			If you now head over to the main page of your website at http://<external-ip>, you'll see your test post as shown in Figure 5.25: 

			
				
					[image: Using the website’s external IP to navigate to the WordPress website and verify the published post]
				

			

			Figure 5.25: The published blog post appears on the home page

			In this section, you deployed a WordPress site, you logged in to your WordPress site, and you created a post. You will verify whether this post survives a node failure in the next section.

			Handling pod failure with PVC involvement

			The first test you'll do with the PVCs is to kill the pods and verify whether the data has indeed persisted. To do this, let's do two things:

			
					Watch the pods in your application: To do this, use the current Cloud Shell and execute the following command:kubectl get pods -w


					Kill the two pods that have the PVC mounted: To do this, create a new Cloud Shell window by clicking on the icon shown in Figure 5.26:[image: Opening a new Cloud Shell instance]
Figure 5.26: Opening a new Cloud Shell instance
Once you open a new Cloud Shell, execute the following command:
kubectl delete pod --all
In the original Cloud Shell, follow along with the watch command that you executed earlier. You should see an output like what's shown in Figure 5.27:
[image: Kubernetes creates new pods to recover from the pod outage caused due to the deletion of pods]
Figure 5.27: After deleting the pods, Kubernetes will automatically recreate both pods
As you can see, the two original pods went into a Terminating state. Kubernetes quickly started creating new pods to recover from the pod outage. The pods went through a similar life cycle as the original ones, going from Pending to ContainerCreating to Running.


					If you head on over to your website, you should see that your demo post has been persisted. This is how PVCs can help you prevent data loss, as they persist data that would not have been persisted in the pod itself.

			

			In this section, you've learned how PVCs can help when pods get recreated on the same node. In the next section, you'll see how PVCs are used when a node has a failure.

			Handling node failure with PVC involvement

			In the previous example, you saw how Kubernetes can handle pod failures when those pods have a PV attached. In this example, you'll learn how Kubernetes handles node failures when a volume is attached:

			
					Let's first check which node is hosting your application, using the following command:kubectl get pods -o wide
In the example shown in Figure 5.28, node 2 was hosting MariaDB, and node 0 was hosting the WordPress site:
[image: Checking the node that is hosting your application]
Figure 5.28: Check which node hosts the WordPress site


					Introduce a failure and stop the node that is hosting the WordPress pod using the Azure portal. You can do this in the same way as in the earlier example. First, look for the scale set backing your cluster, as shown in Figure 5.29:[image: Searching for vmss in the azure search bar, and selecting the scale set used by your cluster]
Figure 5.29: Looking for the scale set hosting your cluster


					Then shut down the node, by clicking on Instances in the left-hand menu, then selecting the node you need to shut down and clicking the Stop button, as shown in Figure 5.30:[image: Shutting down the desired node through the Instances pane of the scale set used by your cluster]
Figure 5.30: Shutting down the node


					After this action, once again, watch the pods to see what is happening in the cluster:kubectl get pods -o wide -w
As in the previous example, it is going to take 5 minutes before Kubernetes will start taking action against the failed node. You can see that happening in Figure 5.31:
[image: The status of the pod indicates that it is stuck in a ContainerCreating state]
Figure 5.31: A pod in a ContainerCreating state


					You are seeing a new issue here. The new pod is stuck in a ContainerCreating state. Let's figure out what is happening here. First, describe that pod:kubectl describe pods/wp-wordpress-<pod-id>
You will get an output as shown in Figure 5.32:
[image: Using the kubectl describe command to understand the issue with the pod stuck in theContainerCreating state]
Figure 5.32: Output explaining why the pod is in a ContainerCreating state
This tells you that there is a problem with the volume. You see two errors related to that volume: the FailedAttachVolume error explains that the volume is already used by another pod, and FailedMount explains that the current pod cannot mount the volume. You can solve this by manually forcefully removing the old pod stuck in the Terminating state. 
Note
The behavior of the pod stuck in the Terminating state is not a bug. This is default Kubernetes behavior. The Kubernetes documentation states the following: "Kubernetes (versions 1.5 or newer) will not delete pods just because a Node is unreachable. The pods running on an unreachable Node enter the Terminating or Unknown state after a timeout. Pods may also enter these states when the user attempts the graceful deletion of a pod on an unreachable Node." You can read more at https://kubernetes.io/docs/tasks/run-application/force-delete-stateful-set-pod/.


					To forcefully remove the terminating pod from the cluster, get the full pod name using the following command:kubectl get pods
This will show you an output similar to Figure 5.33:
[image: Fetching the name of the pod stuck in the Terminating state]
Figure 5.33: Getting the name of the pod stuck in the Terminating state


					Use the pod's name to force the deletion of this pod:kubectl delete pod wordpress-wp-<pod-id> --force


					After the pod has been deleted, it will take a couple of minutes for the other pod to enter a Running state. You can monitor the state of the pod using the following command:kubectl get pods -w
This will return an output similar to Figure 5.34:
[image: The new WordPress pod returning to a Running state]
Figure 5.34: The new WordPress pod returning to a Running state


					As you can see, this brought the new pod to a healthy state. It did take a couple of minutes for the system to pick up the changes and then mount the volume to the new pod. Let's get the details of the pod again using the following command:kubectl describe pod wp-wordpress-<pod-id>
This will generate an output as follows:
[image: The new pod is now attaching the volume and pulling the container image]
Figure 5.35: The new pod is now attaching the volume and pulling the container image


					This shows you that the new pod successfully got the volume attached and that the container image got pulled. This also made your WordPress website available again, which you can verify by browsing to the public IP. Before continuing to the next chapter, clean up the application using the following command:helm delete wp
kubectl delete pvc --all
kubectl delete pv --all


					Let's also start the node that was shut down: go back to the scale set pane in the Azure portal, click Instances in the left-hand menu, select the node you need to start, and click on the Start button, as shown in Figure 5.36:

			

			
				
					[image: Using the Instances pane of the selected VMSS to start the node that was shut down]
				

			

			Figure 5.36: Starting node 0 again

			In this section, you learned how you can recover from a node failure when PVCs aren't mounting to new pods. All you needed to do was forcefully delete the pod that was stuck in the Terminating state.

			Summary

			In this chapter, you learned about common Kubernetes failure modes and how you can recover from them. This chapter started with an example of how Kubernetes automatically detects node failures and how it will start new pods to recover the workload. After that, you scaled out your workload and had your cluster run out of resources. You recovered from that situation by starting the failed node again to add new resources to the cluster.

			Next, you saw how PVs are useful to store data outside of a pod. You deleted all pods on the cluster and saw how the PV ensured that no data was lost in your application. In the final example in this chapter, you saw how you can recover from a node failure when PVs are attached. You were able to recover the workload by forcefully deleting the terminating pod. This brought your workload back to a healthy state.

			This chapter has explained common failure modes in Kubernetes. In the next chapter, we will introduce HTTPS support to our services and introduce authentication with Azure Active Directory.

		

	
		
			
			

		

		
			6. Securing your application with HTTPS

		

		
			HTTPS has become a necessity for any public-facing website. Not only does it improve the security of your website, but it is also becoming a requirement for new browser functionalities. HTTPS is a secure version of the HTTP protocol. HTTPS makes use of Transport Layer Security (TLS) certificates to encrypt traffic between an end user and a server, or between two servers. TLS is the successor to the Secure Sockets Layer (SSL). The terms TLS and SSL are often used interchangeably.

			In the past, you needed to buy certificates from a certificate authority (CA), then set them up on your web server and renew them periodically. While that is still possible today, the Let's Encrypt service and helpers in Kubernetes make it very easy to set up verified TLS certificates in your cluster. Let's Encrypt is a non-profit organization run by the Internet Security Research Group and backed by multiple companies. It is a free service that offers verified TLS certificates in an automated manner. Automation is a key benefit of the Let's Encrypt service.

			In terms of Kubernetes helpers, you will learn about a new object called an Ingress and use a Kubernetes add-on called cert-manager. An ingress is an object within Kubernetes that manages external access to services, commonly used for HTTP services. An ingress adds additional functionality on top of the service object we explained in Chapter 3, Application deployment on AKS. It can be configured to handle HTTPS traffic. It can also be configured to route traffic to different back-end services based on the hostname, which is assigned by the Domain Name System (DNS) that is used to connect.

			cert-manager is a Kubernetes add-on that helps in automating the creation of TLS certificates. It also helps in the rotation of certificates when they are close to expiring. cert-manager can interface with Let's Encrypt to request certificates automatically.

			In this chapter, you will see how to set up Azure Application Gateway as a Kubernetes ingress, and cert-manager to interface with Let's Encrypt.

			The following topics will be covered in this chapter:

			
					Setting up Azure Application Gateway as a Kubernetes ingress

					Setting up an ingress in front of a service

					Adding TLS support to an ingress

			

			Let's start with setting up Azure Application Gateway as an ingress for AKS.

			Setting up Azure Application Gateway as a Kubernetes ingress

			An ingress in Kubernetes is an object that is used to route HTTP and HTTPS traffic from outside the cluster to services in a cluster. Exposing services using an ingress rather than exposing them directly, as you've done up to this point—has a number of advantages. These advantages include the ability to route multiple hostnames to the same public IP address and offloading TLS termination from the actual application to the ingress.

			To create an ingress in Kubernetes, you need to install an ingress controller. An ingress controller is software that can create, configure, and manage ingresses in Kubernetes. Kubernetes does not come with a preinstalled ingress controller. There are multiple implementations of ingress controllers, and a full list is available at this URL: https://kubernetes.io/docs/concepts/services-networking/ingress-controllers/

			In Azure, application gateway is a Layer 7 load balancer, which can be used as an ingress for Kubernetes by using the Application Gateway Ingress Controller (AGIC). A layer 7 load balancer is a load balancer that works at the application layer, which is the seventh and highest layer in the OSI networking reference model. Azure Application Gateway has a number of advanced features such as autoscaling and Web Application Firewall (WAF). 

			There are two ways of configuring the AGIC, either using Helm or as an Azure Kubernetes Service (AKS) add-on. Installing AGIC using the AKS add-on functionality will result in a Microsoft-supported configuration. Additionally, the add-on method of deployment will be automatically updated by Microsoft, ensuring that your environment is always up to date.

			In this section, you will create a new application gateway instance, set up AGIC using the add-on method, and finally, deploy an ingress resource to expose an application. Later in this chapter, you will extend this setup to also include TSL using a Let's Encrypt certificate.

			Creating a new application gateway

			In this section, you will use the Azure CLI to create a new application gateway. You will then use this application gateway in the next section to integrate with AGIC. The different steps in this section are summarized in the code samples for this chapter in the setup-appgw.sh file that is part of the code samples that come with this book.

			
					To organize the resources created in this chapter, it is recommended that you create a new resource group. Make sure to create the new resource group in the same location you deployed your AKS cluster in. You can do this using the following command in the Azure CLI:az group create -n agic -l westus2


					Next, you will need to create the networking components required for your application gateway. These are a public IP with a DNS name and a new virtual network. You can do this using the following commands:az network public-ip create -n agic-pip \
   -g agic --allocation-method Static --sku Standard \
   --dns-name "<your unique DNS name>"
az network vnet create -n agic-vnet -g agic \
  --address-prefix 192.168.0.0/24 --subnet-name agic-subnet \
  --subnet-prefix 192.168.0.0/24
Note
The az network public-ip create command might show you a warning message [Coming breaking change] In the coming release, the default behavior will be changed as follows when sku is Standard and zone is not provided: For zonal regions, you will get a zone-redundant IP indicated by zones:["1","2","3"]; For non-zonal regions, you will get a non zone-redundant IP indicated by zones:[].


					Finally, you can create the application gateway. This command will take a few minutes to executeaz network application-gateway create -n agic -l westus2 \
  -g agic --sku Standard_v2 --public-ip-address agic-pip \
  --vnet-name agic-vnet --subnet agic-subnet


					It will take a couple of minutes for the application gateway to deploy. Once it is created, you can see the resource in the Azure portal. To find this, look for agic (or the name you gave your application gateway) in the Azure search bar, and select your application gateway. [image: Searching for Application Gateway using the Azure portal search bar]
Figure 6.1: Looking for the application gateway in the Azure search bar


					This will show you your application gateway in the Azure portal, as shown in Figure 6.2:[image: An overview of the Application Gateway pane in the Azure portal]
Figure 6.2: The application gateway in the Azure portal


					To verify that it has been created successfully, browse to the DNS name you configured for the public IP address. This will show you an output similar to Figure 6.3. Note that the error message shown is expected since you haven't configured any applications yet behind the application gateway. You will configure applications behind the application gateway using AGIC in the Adding an ingress rule for the guestbook application section.

			

			
				
					[image: Browsing to the DNS name configured for the public IP address to verify if we can connect to the Application Gateway]
				

			

			Figure 6.3: Verify that you can connect to the application gateway 

			Now that you've created a new application gateway and were able to connect to it, we will move on to integrating this application gateway with your existing Kubernetes cluster.

			Setting up the AGIC

			In this section, you will integrate the application gateway with your Kubernetes cluster using the AGIC AKS add-on. You will also set up virtual network peering so the application gateway can send traffic to your Kubernetes cluster.

			
					To enable integration between your cluster and your application gateway, use the following command:appgwId=$(az network application-gateway \
  show -n agic -g agic -o tsv --query "id") 
az aks enable-addons -n handsonaks \
  -g rg-handsonaks -a ingress-appgw \
  --appgw-id $appgwId


					Next, you will need to peer the application gateway network with the AKS network. To peer both networks, you can use the following code:nodeResourceGroup=$(az aks show -n handsonaks \
  -g rg-handsonaks -o tsv --query "nodeResourceGroup")
aksVnetName=$(az network vnet list \
  -g $nodeResourceGroup -o tsv --query "[0].name")
aksVnetId=$(az network vnet show -n $aksVnetName \
  -g $nodeResourceGroup -o tsv --query "id")
az network vnet peering create \
  -n AppGWtoAKSVnetPeering -g agic \
  --vnet-name agic-vnet --remote-vnet $aksVnetId \
  --allow-vnet-access
appGWVnetId=$(az network vnet show -n agic-vnet \
  -g agic -o tsv --query "id")
az network vnet peering create \
  -n AKStoAppGWVnetPeering -g $nodeResourceGroup \
  --vnet-name $aksVnetName --remote-vnet $appGWVnetId --allow-vnet-access


			

			This concludes the integration between the application gateway and your AKS cluster. You've enabled the AGIC add-on, and connected both the networks together. In the next section, you will use this AGIC integration to create an ingress for a demo application.

			Adding an ingress rule for the guestbook application

			Up to this point, you have created a new application gateway and integrated it with your Kubernetes cluster. In this section, you will deploy the guestbook application and then expose it using an ingress. 

			
					To launch the guestbook application, type in the following command:kubectl create -f guestbook-all-in-one.yaml
This will create the guestbook application you've used in the previous chapters. You should see the objects being created as shown in Figure 6.4:
[image: Creating the guestbook application that we’ve used in the previous chapters]
Figure 6.4: Creating the guestbook application


					You can then use the following YAML file to expose the front-end service via the ingress. This is provided as simple-frontend-ingress.yaml in the source code for this chapter:1   apiVersion: networking.k8s.io/v1
2   kind: Ingress
3   metadata:
4     name: simple-frontend-ingress
5     annotations:
6       kubernetes.io/ingress.class: azure/application-gateway
7   spec:
8     rules:
9     - http:
10        paths:
11        - path: /
12          pathType: Prefix
13          backend:
14            service:
15              name: frontend
16              port:
17                number: 80
Let's have a look at what is defined in this YAML file:
	Line 1: You specify the Kubernetes API version for the object you are creating.
	Line 2: You define that you are creating an Ingress object.
	Lines 5-6: Here, you're telling Kubernetes that you want to create an ingress of the class azure/application-gateway.

The following lines define the actual ingress:
	Lines 8-12: Here, you define the path this ingress is listening on. In our case, this is the top-level path. In more advanced cases, you can have different paths pointing to different services.
	Lines 13-17: These lines define the actual service this traffic should be pointed to.

You can use the following command to create this ingress:
kubectl apply -f simple-frontend-ingress.yaml


					If you now go to http://dns-name/, which you created in the Creating a new application gateway section, you should get an output as shown in Figure 6.5:[image: Accessing the guestbook application via the ingress]
Figure 6.5: Accessing the guestbook application via the ingress
Note
You didn't have to publicly expose the front-end service as you have done in the preceding chapters. You have added the ingress as the exposed service, and the front-end service remains private to the cluster.
[image: Flowchart displaying a publicly accessible ingress]
Figure 6.6: Flowchart displaying publicly accessible ingress


					You can verify this by running the following command:kubectl get service


					This should show you that you have no public services, as seen by the lack of EXTERNAL-IP in Figure 6.7:

			

			
				
					[image: Output confirming that the front-end service remains private to the cluster]
				

			

			Figure 6.7: Output shows that you have no public services

			In this section, you launched an instance of the guestbook application. You then exposed it publicly by creating an ingress, which in turn configured the application gateway that you created earlier. Only the ingress was publicly accessible. 

			Next, you'll extend the functionality of AGIC and learn how to secure traffic using a Certificate from Let's Encrypt.

			Adding TLS to an ingress

			You will now add HTTPS support to your application. To do this, you need a TLS certificate. You will be using the cert-manager Kubernetes add-on to request a certificate from Let's Encrypt. 

			Note

			Although this section focuses on using an automated service such as Let's Encrypt, you can still pursue the traditional path of buying a certificate from an existing CA and importing it into Kubernetes. Please refer to the Kubernetes documentation for more information on how to do this: https://kubernetes.io/docs/concepts/services-networking/ingress/#tls

			There are a couple of steps involved. The process of adding HTTPS to the application involves the following:

			
					Install cert-manager, which interfaces with the Let's Encrypt API to request a certificate for the domain name you specify.

					Install the certificate issuer, which will get the certificate from Let's Encrypt.

					Create an SSL certificate for a given Fully Qualified Domain Name (FQDN). An FQDN is a fully qualified DNS record that includes the top-level domain name (such as .org or .com). You created an FQDN linked to your public IP in step 2 in the section Creating a new application gateway. 

					Secure the front-end service by creating an ingress to the service with the certificate created in step 3. In the example in this section, you will not be executing this step as an individual step. You will, however, reconfigure the ingress to automatically pick up the certificate created in step 3.

			

			Let's start with the first step by installing cert-manager in the cluster.

			Installing cert-manager

			cert-manager (https://github.com/jetstack/cert-manager) is a Kubernetes add-on that automates the management and issuance of TLS certificates from various issuing sources. It is responsible for renewing certificates and ensuring they are updated periodically.

			Note

			The cert-manager project is not managed or maintained by Microsoft. It is an open-source solution previously managed by the company Jetstack, which recently donated it to the Cloud Native Computing Foundation. 

			The following commands install cert-manager in your cluster:

			kubectl apply -f https://github.com/jetstack/cert-manager/releases/download/v1.2.0/cert-manager.yaml

			This will install a number of components in your cluster as shown in Figure 6.8. A detailed explanation of these components can be found in the cert-manager documentation at https://cert-manager.io/docs/installation/kubernetes/.

			
				
					[image: Installing cert-manager on the cluster]
				

			

			Figure 6.8: Installing cert-manager in your cluster

			cert-manager makes use of a Kubernetes functionality called CustomResourceDefinition (CRD). CRD is a functionality used to extend the Kubernetes API server to create custom resources. In the case of cert-manager, there are six CRDs that are created, some of which you will use later in this chapter.

			Now that you have installed cert-manager, you can move on to the next step: setting up a certificate issuer.

			Installing the certificate issuer

			In this section, you will install the Let's Encrypt staging certificate issuer. A certificate can be issued by multiple issuers. letsencrypt-staging, for example, is for testing purposes. As you are building tests, you'll use the staging server. The code for the certificate issuer has been provided in the source code for this chapter in the certificate-issuer.yaml file. As usual, use kubectl create -f certificate-issuer.yaml; the YAML file has the following contents:

			1   apiVersion: cert-manager.io/v1

			2   kind: Issuer

			3   metadata:

			4     name: letsencrypt-staging

			5   spec:

			6     acme:

			7       server: https://acme-staging-v02.api.letsencrypt.org/directory

			8       email: <your e-mail address>

			9       privateKeySecretRef:

			10        name: letsencrypt-staging

			11      solvers:

			12      - http01:

			13          ingress:

			14            class: azure/application-gateway

			Let's look at what we have defined here:

			
					Lines 1-2: Here, you point to one of the CRDs that cert-manager created. In this case, specifically, you point to the Issuer object. An issuer is a link between your Kubernetes cluster and the actual certificate authority creating the certificate, which is Let's Encrypt in this case.

					Lines 6-10: Here you provide the configuration for Let's Encrypt and point to the staging server.

					Lines 11-14: This is additional configuration for the ACME client to certify domain ownership. You point Let's Encrypt to the Azure Application Gateway ingress to verify that you own the domain you will request a certificate for later.

			

			With the certificate issuer installed, you can now move on to the next step: creating the TLS certificate on the ingress.

			Creating the TLS certificate and securing the ingress

			In this section, you will create a TLS certificate. There are two ways you can configure cert-manager to create certificates. You can either manually create a certificate and link it to the ingress, or you can configure your ingress controller, so cert-manager automatically creates the certificate.

			In this example, you will configure your ingress using the latter method. 

			
					To start, edit the ingress to look like the following YAML code. This file is present in the source code on GitHub as ingress-with-tls.yaml:1   apiVersion: networking.k8s.io/v1
2   kind: Ingress
3   metadata:
4     name: simple-frontend-ingress
5     annotations:
6       kubernetes.io/ingress.class: azure/application-gateway
7       cert-manager.io/issuer: letsencrypt-staging
8       cert-manager.io/acme-challenge-type: http01
9   spec:
10    rules:
11    - http:
12        paths:
13        - path: /
14          pathType: Prefix
15          backend:
16            service:
17              name: frontend
18              port:
19                number: 80
20      host: <your dns-name>.<your azure region>.cloudapp.azure.com
21    tls:
22      - hosts:
23        - <your dns-name>.<your azure region>.cloudapp.azure.com 
24        secretName: frontend-tls 
You should make the following changes to the original ingress:
	Lines 7-8: You add two additional annotations to the ingress that points to a certificate issuer and acme-challenge to prove domain ownership.
	Line 20: The domain name for the ingress is added here. This is required because Let's Encrypt only issues certificates for domains.
	Line 21-24: This is the TLS configuration of the ingress. It contains the hostname as well as the name of the secret that will be created to store the certificate.



					You can update the ingress you created earlier with the following command:kubectl apply -f ingress-with-tls.yaml
It takes cert-manager about a minute to request a certificate and configure the ingress to use that certificate. While you are waiting for that, let's have a look at the intermediate resources that cert-manager created on your behalf.


					First off, cert-manager created a certificate object for you. You can look at the status of that object using the following:kubectl get certificate
This command will generate an output as shown in Figure 6.9:
[image: Output displaying the status of the certificate object  with ready as false]
Figure 6.9: The status of the certificate object


					As you can see, the certificate isn't ready yet. There is another object that cert-manager created to actually get the certificate. This object is certificaterequest. You can get its status by using the following command:kubectl get certificaterequest
This will generate the output shown in Figure 6.10:
[image: Output displaying the status of the certificaterequest object as False]
Figure 6.10: The status of the certificaterequest obiect
You can also get more details about the request by issuing a describe command against the certificaterequest object:
kubectl describe certificaterequest
While you're waiting for the certificate to be issued, the status will look similar to Figure 6.11:
[image: Output displaying additional details about the certificaterequest object  showing that cert-manager is waiting on certificate issuance]
Figure 6.11: Using the kubectl describe command to obtain details of the certificaterequest object
As you can see, the certificaterequest object shows you that the order has been created and that it is pending.


					After a couple of additional seconds, the describe command should return a successful certificate creation message. Run the following command to get the updated status:kubectl describe certificaterequest
The output of this command is shown in Figure 6.12:
[image: Output displaying the successful certificate creation message]
Figure 6.12: The issued certificate
This should now enable the front-end ingress to be served over HTTPS.


					Let's try this out in a browser by browsing to the DNS name you created in the Creating a new application gateway section. Depending on your browser's cache, you might need to add https:// in front of the URL.

					Once you reach the ingress, it will indicate an error in the browser, showing you that the certificate isn't valid, similar to Figure 6.13. This is to be expected since you are using the Let's Encrypt staging server:

			

			
				
					[image: Using the Let's Encrypt staging server, the certificate isn't trusted by default]
				

			

			Figure 6.13: Using the Let's Encrypt staging server, the certificate isn't trusted by default

			You can browse to your application by clicking Advanced and selecting Continue.

			In this section, you successfully added a TLS certificate to your ingress to secure traffic to it. Since you were able to complete the test with the staging certificate, you can now move on to a production system.

			Switching from staging to production

			In this section, you will switch from a staging certificate to a production-level certificate. To do this, you can redo the previous exercise by creating a new issuer in your cluster, like the following (provided in certificate-issuer-prod.yaml as part of the code samples with this book). Don't forget to change your email address in the file. The following code is contained in that file:

			1   apiVersion: cert-manager.io/v1alpha2

			2   kind: Issuer

			3   metadata:

			4     name: letsencrypt-prod

			5   spec:

			6     acme:

			7       server: https://acme-v02.api.letsencrypt.org/directory

			8       email: <your e-mail>

			9       privateKeySecretRef:

			10        name: letsencrypt-prod

			11      solvers:

			12      - http01:

			13          ingress:

			14            class: azure/application-gateway 

			Then, replace the reference to the issuer in the ingress-with-tls.yaml file with letsencrypt-prod as shown (provided in the ingress-with-tls-prod.yaml file):

			1   apiVersion: networking.k8s.io/v1

			2   kind: Ingress

			3   metadata:

			4     name: simple-frontend-ingress

			5     annotations:

			6       kubernetes.io/ingress.class: azure/application-gateway

			7       cert-manager.io/issuer: letsencrypt-prod

			8       cert-manager.io/acme-challenge-type: http01

			9   spec:

			10    rules:

			11    - http:

			12        paths:

			13        - path: /

			14          pathType: Prefix

			15          backend:

			16            service:

			17              name: frontend

			18              port:

			19                number: 80

			20      host: <your dns-name>.<your azure region>.cloudapp.azure.com

			21    tls:

			22      - hosts:

			23        - <your dns-name>.<your azure region>.cloudapp.azure.com

			24        secretName: frontend-prod-tls 

			To apply these changes, execute the following commands:

			kubectl create -f certificate-issuer-prod.yaml

			kubectl apply -f ingress-with-tls-prod.yaml

			It will again take about a minute for the certificate to become active. Once the new certificate is issued, you can browse to your DNS name again and shouldn't see any more warnings regarding invalid certificates. If you click the padlock icon in the browser, you should see that your connection is secure and uses a valid certificate:

			
				
					[image: The web page displaying a valid certificate]
				

			

			Figure 6.14: The web page displaying a valid certificate

			In this section, you have learned how to add TLS support to an ingress. You did this by installing the cert-manager Kubernetes add-on. cert-manager got a free certificate from Let's Encrypt and added this to the existing ingress deployed on the application gateway. The process that was described here is not specific to Azure and Azure Application Gateway. This process of adding TLS to an ingress works with other ingress controllers as well. 

			Let's delete the resources you created during this chapter:

			kubectl delete -f https://github.com/jetstack/cert-manager/releases/download/v1.1.0/cert-manager.yaml

			az aks disable-addons -n handsonaks \

			  -g rg-handsonaks -a ingress-appgw 

			Summary

			In this chapter, you added HTTPS security to the guestbook application without actually changing the source code. You started by setting up a new application gateway and configured AGIC on AKS. This gives you the ability to create Kubernetes ingresses that can be configured on the application gateway.

			Then, you installed a certificate manager that interfaces with the Let's Encrypt API to request a certificate for the domain name we subsequently specified. You leveraged a certificate issuer to get the certificate from Let's Encrypt. You then reconfigured the ingress to request a certificate from this issuer in the cluster. Using these capabilities of both the certificate manager as well as the ingress, you are now able to secure your websites using TLS.

			In the next chapter, you will learn how to monitor your deployments and set up alerts. You will also learn how to quickly identify root causes when errors do occur, and how to debug applications running on AKS. At the same time, you'll learn how to perform the correct fixes once you have identified the root causes.

		

	
		
			
			

		

		
			7. Monitoring the AKS cluster and the application

		

		
			Now that you know how to deploy applications on an AKS cluster, let's focus on how you can ensure that your cluster and applications remain available. In this chapter, you will learn how to monitor your cluster and the applications running on it. You'll explore how Kubernetes makes sure that your applications are running reliably using readiness and liveness probes.

			You will also learn how AKS Diagnostics and Azure Monitor are used, and how they are integrated within the Azure portal. You will see how you can use AKS Diagnostics to monitor the status of the cluster itself, and how Azure Monitor helps monitor the pods on the cluster and allows you to get access to the logs of the pods at scale.

			In brief, the following topics will be covered in this chapter:

			
					Monitoring and debugging applications using kubectl

					Reviewing metrics reported by Kubernetes	

					Reviewing metrics from Azure Monitor

			

			Let's start the chapter by reviewing some of the commands in kubectl that you can use to monitor your applications.

			Commands for monitoring applications

			Monitoring the health of applications deployed on Kubernetes as well as the Kubernetes infrastructure itself is essential for providing a reliable service to your customers. There are two primary use cases for monitoring:

			
					Ongoing monitoring to get alerts if something is not behaving as expected

					Troubleshooting and debugging application errors

			

			When observing an application running on top of a Kubernetes cluster, you'll need to examine multiple things in parallel, including containers, pods, services, and the nodes in the cluster. For ongoing monitoring, you'll need a monitoring system such as Azure Monitor or Prometheus. Azure Monitor will be introduced later in this chapter. Prometheus (https://prometheus.io/) is a popular open-source solution within the Kubernetes ecosystem to monitor Kubernetes environments. For troubleshooting, you'll need to interact with the live cluster. The most common commands used for troubleshooting are as follows:

			kubectl get <resource type> <resource name>

			kubectl describe <resource type> <resource name>

			kubectl logs <pod name>

			Each of these commands will be described in detail later in this chapter. 

			To begin with the practical examples, recreate the guestbook example again using the following command:

			kubectl create -f guestbook-all-in-one.yaml

			While the create command is running, you will watch its progress in the following sections. Let's start by exploring the get command.

			The kubectl get command

			To see the overall picture of deployed applications, kubectl provides the get command. The get command lists the resources that you specify. Resources can be pods, ReplicaSets, ingresses, nodes, deployments, secrets, and so on. You have already run this command in the previous chapters to verify that an application was ready for use. 

			Perform the following steps:

			
					Run the following get command, which will get us the resources and their statuses:kubectl get all
This will show you all the deployments, ReplicaSets, pods, and services in your namespace:
[image: Output displaying all the resources running in the default namespace]
Figure 7.1: All the resources running in the default namespace


					Focus your attention on the pods in your deployment. You can get the status of the pods with the following command:kubectl get pods
You will see that only the pods are shown, as seen in Figure 7.2. Let's investigate this in detail:
[image: Checking the status of all the pods in the namespace]
Figure 7.2: All the pods in your namespace
The first column indicates the pod name, for example, frontend-766d4f77cb-ds6gb. The second column indicates how many containers in the pod are ready against the total number of containers in the pod. Readiness is defined via a readiness probe in Kubernetes. There is a dedicated section called Readiness and liveness probes later in this chapter.
The third column indicates the status, for example, Pending, ContainerCreating, Running, and so on. The fourth column indicates the number of restarts, while the fifth column indicates the age when the pod was asked to be created.


					If you need more information about your pod, you can add extra columns to the output of a get command by adding -o wide to the command like this:kubectl get pods -o wide
This will show you additional information, as shown in Figure 7.3:


			

			
				
					[image: Getting additional details of all the pods in the namespace]
				

			

			Figure 7.3: Adding -o wide shows more details on the pods

			The extra columns include the IP address of the pod, the node it is running on, the nominated node, and readiness gates. A nominated node is only set when a higher-priority pod preempts a lower-priority pod. The nominated node field would then be set on the higher-priority pod. It signifies the node that the higher-priority pod will be scheduled once the lower-priority pod has terminated gracefully. A readiness gate is a way to introduce external system components as the readiness for a pod.

			Executing a get pods command only shows the state of the current pod. As we will see next, things can fail at any of the states, and we need to use the kubectl describe command to dig deeper.

			The kubectl describe command

			The kubectl describe command gives you a detailed view of the object you are describing. It contains the details of the object itself, as well as any recent events related to that object. While the kubectl get events command lists all the events for the entire namespace, with the kubectl describe command, you would get only the events for that specific object. If you are interested in just pods, you can use the following command:

			kubectl describe pods

			The preceding command lists all the information pertaining to all pods. This is typically too much information to contain in a typical shell.

			If you want information on a particular pod, you can type the following:

			kubectl describe pod/<pod-name>

			Note

			You can either use a slash or a space in between pod and <pod-name>. The following two commands will have the same output:

			kubectl describe pod/<pod-name>

			kubectl describe pod <pod-name>

			You will get an output similar to Figure 7.4, which will be explained in detail later:

			
				
					[image: Describing an individual pod to show a detailed output of that object]
				

			

			Figure 7.4: Describing an object shows the detailed output of that object

			From the description, you can get the node on which the pod is running, how long it has been running, its internal IP address, the Docker image name, the ports exposed, the env variables, and the events (from within the past hour).

			In the preceding example, the pod name is frontend-766d4f77cb-ds6gb. As mentioned in Chapter 1, Introduction to containers and Kubernetes, it has the <ReplicaSet name>-<random 5 chars> format. The replicaset name itself is randomly generated from the deployment name front end: <deployment name>-<random-string>.

			Figure 7.5 shows the relationship between a deployment, a ReplicaSet, and pods:

			
				
					[image: A flowchart describing the relationship between a deployment, a ReplicaSet, and pods]
				

			

			Figure 7.5: Relationship between a deployment, a ReplicaSet, and pods

			The namespace under which this pod runs is default. So far, you have just been using the default namespace, appropriately named default. 

			Another section that is important from the preceding output is the node section:

			Node:         aks-agentpool-39838025-vmss000000/10.240.0.4 

			The node section lets you know which physical node/VM the pod is running on. If the pod is repeatedly restarting or having issues running and everything else seems OK, there might be an issue with the node itself. Having this information is essential to perform advanced debugging.

			The following is the time the pod was initially scheduled:

			Start Time:   Tue, 26 Jan 2021 02:10:33 +0000 

			This doesn't mean that the pod has been running since that time, so the time can be misleading in that sense. If a health event occurs (for example, a container crashes), the pod will reset automatically.

			You can add more information about a workload in Kubernetes using Labels, as shown here:

			Labels:app=guestbook

			pod-template-hash=57d8c9fb45

			tier=frontend

			Labels are a commonly used functionality in Kubernetes. For example, this is how links between objects, such as service to pod and deployment to ReplicaSet to pod (Figure 7.5), are made. If you see that traffic is not being routed to a pod from a service, this is the first thing you should check. Also, you'll notice that the pod-template-hash label also occurs in the pod name. This is how the link between the ReplicaSet and the pod is made. If the labels don't match, the resources won't attach.

			The following shows the internal IP of the pod and its status:

			Status:       Running

			IP:           10.244.0.44

			IPs:

			  IP:           10.244.0.44 

			As mentioned in previous chapters, when building out your application, the pods can be moved to different nodes and get a different IP, so you should avoid using these IP addresses. However, when debugging application issues, having a direct IP for a pod can help with troubleshooting. Instead of connecting to your application through a service object, you can connect directly from one pod to another using the other pod's IP address to test connectivity.

			The containers running in the pod and the ports that are exposed are listed in the following block:

			Containers:

			  php-redis:

			    ...

			    Image:          gcr.io/google-samples/gb-frontend:v4

			    ...

			    Port:           80/TCP

			    ...

			    Requests:

			      cpu:     10m

			      memory:  10Mi

			    Environment:

			      GET_HOSTS_FROM:  dns

			    ...

			In this case, you are getting the gb-frontend container with the v4 tag from the gcr.io container registry, and the repository name is google-samples.

			Port 80 is exposed to outside traffic. Since each pod has its own IP, the same port can be exposed for multiple instances of the same pod even when running on the same host. For instance, if you had two pods running a web server on the same node, both could use port 80, since each pod has its own IP address. This is a huge management advantage as you don't have to worry about port collisions on the same node. 

			Any events that occurred in the previous hour show up here:

			Events:

			Using kubectl describe is very useful to get more context about the resources you are running. The final section contains events related to the object you were describing. You can get all events in your cluster using the kubectl get events command.

			To see the events for all resources in the system, run the following command:

			kubectl get events

			Note

			Kubernetes maintains events for only 1 hour by default.

			If everything goes well, you should have an output similar to Figure 7.6:

			
				
					[image: Running the kubectl get events command to display all events from the past hour]
				

			

			Figure 7.6: Getting the events shows all events from the past hour

			Figure 7.6 only shows the event for one pod, but as you can see in your output, the output for this command contains the events for all resources that were recently created, updated, or deleted. 

			In this section, you have learned about the commands you can use to inspect a Kubernetes application. In the next section, you'll focus on debugging application failures.

			Debugging applications

			Now that you have a basic understanding of how to inspect applications, you can start seeing how you can debug issues with deployments.

			In this section, common errors will be introduced, and you'll determine how to debug and fix them.

			If you haven't implemented the Guestbook application already, run the following command:

			kubectl create -f guestbook-all-in-one.yaml

			After a couple of seconds, the application should be up and running.

			Image pull errors

			In this section, you are going to introduce image pull errors by setting the image tag value to a non-existent one. An image pull error occurs when Kubernetes cannot download the image for the container it needs to run.

			
					Run the following command on Azure Cloud Shell:kubectl edit deployment/frontend
Next, change the image tag from v4 to v_non_existent by executing the following steps.


					Type /gb-frontend and hit the Enter key to have your cursor brought to the image definition.Hit the I key to go into insert mode. Delete v4 and type v_non_existent as shown in Figure 7.7:
[image: Using Azure Cloud Shell to change the image tag from v4 to v_non_existent]
 
Figure 7.7: Changing the image tag from v4 to v_non_existent


					Now, close the editor by first hitting the Esc key, then type :wq! and hit Enter.

					Run the following command to list all the pods in the current namespace:kubectl get pods
The preceding command should indicate errors, as shown in Figure 7.8:
[image: Displaying all the pods in the current namespace to indicate status errors]
Figure 7.8: One of the pods has the status of either ErrImagePull or ImagePullBackOff
You might see either a status called ErrImagePull or ImagePullBackOff. Both errors refer to the fact that Kubernetes cannot pull the image from the registry. The ErrImagePull error describes just this; ImagePullBackOff describes that Kubernetes will back off (wait) before retrying to download the image. This back-off has an exponential delay, going from 10 to 20 to 40 seconds and beyond, up to 5 minutes.


					Run the following command to get the full error details:kubectl describe pods/<failed pod name>
A sample error output is shown in Figure 7.9. The key error message is highlighted in red:
[image: Describing an individual pod to display more details on the error]
Figure 7.9: Using describe shows more details on the error
The events clearly show that the image does not exist. Errors such as passing invalid credentials to private Docker repositories will also show up here.


					Let's fix the error by setting the image tag back to v4. First, type the following command in Cloud Shell to edit the deployment:kubectl edit deployment/frontend


					Type /gb-frontend and hit Enter to have your cursor brought to the image definition.

					Hit the I key to go into insert mode. Delete v_non_existent, and type v4.

					Now, close the editor by first hitting the Esc key, then type :wq! and hit Enter.

					This should automatically fix the deployment. You can verify it by getting the events for the pods again.Note
Because Kubernetes did a rolling update, the front end was continuously available with zero downtime. Kubernetes recognized a problem with the new specification and stopped rolling out additional changes automatically.


			

			Image pull errors can occur when images aren't available or when you don't have access to the container registry. In the next section, you'll explore an error within the application itself.

			Application errors

			You will now see how to debug an application error. The errors in this section will be self- induced, similar to the last section. The method for debugging the issue is the same as the one we used to debug errors on running applications.

			
					To start, get the public IP of the front-end service:kubectl get service 


					Connect to the service by pasting its public IP in a browser. Create a couple of entries:

			

			
				
					[image: Creating entries in the guestbook application]
				

			

			Figure 7.10: Make a couple of entries in the guestbook application

			You now have an instance of the guestbook application running. To improve the experience with the example, it's best to scale down the front end so there is only a single replica running.

			Scaling down the front end

			In Chapter 3, Application deployment on AKS, you learned how the deployment of the front end has a configuration of replicas=3. This means that the requests the application receives can be handled by any of the pods. To introduce the application error and note the errors, you'll need to make changes in all three of them.

			But to make this example easier, set replicas to 1, so that you have to make changes to only one pod:

			kubectl scale --replicas=1 deployment/frontend

			Having only one replica running will make introducing the error easier. Let's now introduce this error.

			Introducing an app error

			In this case, you are going to make the Submit button fail to work. You will need to modify the application code for this:

			Note:

			It is not advised to make production changes to your application by using kubectl exec to execute commands in your pods. If you need to make changes to your application, the preferred way is to create a new container image and update your deployment.

			
					You will use the kubectl exec command. This command lets you run commands on the command line of that pod. With the -it option, it attaches an interactive terminal to the pod and gives you a shell that you can run commands on. The following command launches a Bash terminal on the pod:kubectl exec -it <frontend-pod-name> -- bash
This will enter a Bash shell environment as shown in Figure 7.11:
[image: Executing a command to launch and enter a Bash terminal on the pod]
Figure 7.11: Getting a pod's name and getting access to a shell inside the pod


					Once you are in the container shell, run the following command:apt update
apt install -y vim
The preceding code installs the vim editor so that we can edit the file to introduce an error.


					Now, use vim to open the guestbook.php file:vim guestbook.php


					Add the following code at line 17, below the line if ($_GET['cmd'] == 'set') {. Remember, to edit a line in vim, you hit the I key. After you are done editing, you can exit by hitting Esc, and then type :wq! and press Enter:$host = 'localhost';
if(!defined('STDOUT')) define('STDOUT', fopen('php://stdout', 'w'));
fwrite(STDOUT, "hostname at the beginning of 'set' command "); fwrite(STDOUT, $host);
fwrite(STDOUT, "\n");
The file will look like Figure 7.12:
[image: Output displaying the updated code that introduced an error and additional logging]
Figure 7.12: The updated code that introduced an error and additional logging


					You have now introduced an error where reading messages will work, but not writing them. You have done this by asking the front end to connect to the Redis master at the non-existent localhost server. The writes should fail. At the same time, to make this demo more visual, we added some additional logging to this section of the code.Open your guestbook application by browsing to its public IP, and you should see the entries from earlier:
[image: Guestbook application displaying entries from earlier]
Figure 7.13: The entries from earlier are still present


					Now, create a new message by typing a message and hitting the Submit button:[image: Creating a new message in the guestbook application]
Figure 7.14: A new message was created
Submitting a new message makes it appear in the application. If you did not know any better, you would have thought the entry was written successfully to the database. However, if you refresh your browser, you will see that the message is no longer there.


					To verify that the message has not been written to the database, hit the Refresh button in your browser; you will see just the initial entries, and the new entry has disappeared:

			

			
				
					[image: Refreshing the webpage to confirm there the new message wasn’t persisted]
				

			

			Figure 7.15: The new message has disappeared

			As an app developer or operator, you'll probably get a ticket like this: After the new deployment, new entries are not persisted. Fix it.

			Using logs to identify the root cause 

			The first step toward resolution is to get the logs. 

			
					Exit out of the front-end pod for now and get the logs for this pod:exit
kubectl logs <frontend-pod-name>
Note:
You can add the -f flag after kubectl logs to get a live log stream, as follows: kubectl logs <pod-name> -f. This is useful during live debugging sessions.


					You will see entries such as those seen in Figure 7.16:[image: Output displaying the new message as part of the application logs]
Figure 7.16: The new message shows up as part of the application logs


					Hence, you know that the error is somewhere when writing to the database in the set section of the code. When you see the entry hostname at the beginning of 'set' command localhost, you know that the error is between this line and the start of the client, so the setting of $host = 'localhost' must be the offending error. This error is not as uncommon as you would think and, as you just saw, could have easily gone through QA unless there had been a specific instruction to refresh the browser. It could have worked perfectly well for the developer, as they could have a running Redis server on the local machine.

			

			Now that you have used logs in Kubernetes to root cause the issue, let's get to resolving the error and getting our application back to a healthy state.

			Solving the issue

			There are two options to fix this bug you introduced: you can either navigate into the pod and make the code changes, or you can ask Kubernetes to give us a healthy new pod. It is not recommended to make manual changes to pods, so in the next step, you will use the second approach. Let's fix this bug by deleting the faulty pod:

			kubectl delete pod <podname>

			As there is a ReplicaSet that controls the pods, you should immediately get a new pod that has started from the correct image. Try to connect to the guestbook again and verify that messages persist across browser refreshes.

			The following points summarize what was covered in this section on how to identify an error and how to fix it:

			
					Errors can come in many shapes and forms.

					Most of the errors encountered by the deployment team are configuration issues.

					Use logs to identify the root cause.

					Using kubectl exec on a container is a useful debugging strategy.

					Note that broadly allowing kubectl exec is a serious security risk, as it lets the Kubernetes operator execute commands directly in the pods they have access to. Make sure that only a subset of operators has the ability to use the kubectl exec command. You can use role-based access control to manage this access restriction, as you'll learn in Chapter 8, Role-based access control in AKS.

					Anything printed to stdout and stderr shows up in the logs (independent of the application/language/logging framework).

			

			In this section, you introduced an application error to the guestbook application and leveraged Kubernetes logs to pinpoint the issue in the code. In the next section, you will learn about a powerful mechanism in Kubernetes called readiness and liveness probes.

			Readiness and liveness probes

			Readiness and liveness probes were briefly touched upon in the previous section. In this section, you'll explore them in more depth.

			Kubernetes uses liveness and readiness probes to monitor the availability of your applications. Each probe serves a different purpose:

			
					A liveness probe monitors the availability of an application while it is running. If a liveness probe fails, Kubernetes will restart your pod. This could be useful to catch deadlocks, infinite loops, or just a "stuck" application.

					A readiness probe monitors when your application becomes available. If a readiness probe fails, Kubernetes will not send any traffic to the unready pods. This is useful if your application has to go through some configuration before it becomes available, or if your application has become overloaded but is recovering from the additional load. By having a readiness probe fail, your application will temporarily not get any more traffic, giving it the ability to recover from the increased load.

			

			Liveness and readiness probes don't need to be served from the same endpoint in your application. If you have a smart application, that application could take itself out of rotation (meaning no more traffic is sent to the application) while still being healthy. To achieve this, it would have the readiness probe fail but have the liveness probe remain active.

			Let's build this out in an example. You will create two nginx deployments, each with an index page and a health page. The index page will serve as the liveness probe.

			Building two web containers

			For this example, you'll use a couple of web pages that will be used to connect to a readiness and a liveness probe. The files are present in the code files for this chapter. Let's first create index1.html:

			<!DOCTYPE html>

			<html>

			  <head>

			    <title>Server 1</title>

			  </head>

			  <body>

			    Server 1

			  </body>

			</html>

			After that, create index2.html:

			<!DOCTYPE html>

			<html>

			  <head>

			    <title>Server 2</title>

			  </head>

			  <body>

			    Server 2

			  </body>

			</html>

			Let's also create a health page, healthy.html:

			<!DOCTYPE html>

			<html>

			  <head>

			    <title>All is fine here</title>

			  </head>

			  <body>

			    OK

			  </body>

			</html>

			In the next step, you'll mount these files to your Kubernetes deployments. To do this, you'll turn each of these into a configmap that you will connect to your pods. You've already learned about configmaps in Chapter 3, Application deployment on AKS. Use the following commands to create the configmap:

			kubectl create configmap server1 --from-file=index1.html

			kubectl create configmap server2 --from-file=index2.html

			kubectl create configmap healthy --from-file=healthy.html

			With that out of the way, you can go ahead and create your two web deployments. Both will be very similar, with just the configmap changing. The first deployment file (webdeploy1.yaml) looks like this:

			1   apiVersion: apps/v1

			2   kind: Deployment

			...

			17     spec:

			18       containers:

			19         - name: nginx-1

			20           image: nginx:1.19.6-alpine

			21           ports:

			22             - containerPort: 80

			23           livenessProbe:

			24             httpGet:

			25               path: /healthy.html

			26               port: 80

			27             initialDelaySeconds: 3

			28             periodSeconds: 3

			29           readinessProbe:

			30             httpGet:

			31               path: /index.html

			32               port: 80

			33             initialDelaySeconds: 3

			34             periodSeconds: 3

			35           volumeMounts:

			36             - name: html

			37               mountPath: /usr/share/nginx/html

			38             - name: index

			39               mountPath: /tmp/index1.html

			40               subPath: index1.html

			41             - name: healthy

			42               mountPath: /tmp/healthy.html

			43               subPath: healthy.html

			44           command: ["/bin/sh", "-c"]

			45           args: ["cp /tmp/index1.html /usr/share/nginx/html/index.html; cp /tmp/healthy.html /usr/share/nginx/html/healthy.html; nginx; sleep inf"]

			46       volumes:

			47         - name: index

			48           configMap:

			49             name: server1

			50         - name: healthy

			51           configMap:

			52             name: healthy

			53         - name: html

			54           emptyDir: {}

			There are a few things to highlight in this deployment:

			
					Lines 23-28: This is the liveness probe. The liveness probe points to the health page. Remember, if the health page fails, the container will restart.

					Lines 29-32: This is the readiness probe. The readiness probe in our case points to the index page. If this page fails, the pod will temporarily not be sent any traffic but will remain running.

					Lines 44-45: These two lines contain a couple of commands that get executed when the container starts. Instead of simply running the nginx server, this copies the index and ready files in the right location, then starts nginx, and then uses a sleep command (so the container keeps running).

			

			You can create this deployment using the following command. You can also deploy the second version for server 2, which is similar to server 1:

			kubectl create -f webdeploy1.yaml

			kubectl create -f webdeploy2.yaml

			Finally, you can also create a service (webservice.yaml) that routes traffic to both deployments:

			1   apiVersion: v1

			2   kind: Service

			3   metadata:

			4     name: web

			5   spec:

			6     selector:

			7       app: web-server

			8     ports:

			9     - protocol: TCP

			10     port: 80

			11     targetPort: 80

			12   type: LoadBalancer

			You can create that service using the following:

			kubectl create -f webservice.yaml

			You now have the application up and running. In the next section, you'll introduce some failures to verify the behavior of the liveness and readiness probes.

			Experimenting with liveness and readiness probes

			In the previous section, the functionality of the liveness and readiness probes was explained, and you created a sample application. In this section, you will introduce errors in this application and verify the behavior of the liveness and readiness probes. You will see how a failure of the readiness probe will cause the pod to remain running but no longer accept traffic. After that, you will see how a failure of the liveness probe will cause the pod to be restarted.

			Let's start by failing the readiness probe.

			Failing the readiness probe causes traffic to temporarily stop

			Now that you have a simple application up and running, you can experiment with the behavior of the liveness and readiness probes. To start, let's get the service's external IP to connect to our web server using the browser:

			kubectl get service

			If you hit the external IP in the browser, you should see a single line that either says Server 1 or Server 2:

			
				
					[image: Browsing to the external IP in the browser shows the application returning traffic from server 1 ]
				

			

			Figure 7.17: Our application is returning traffic from server 1

			During the upcoming tests, you'll use a small script called testWeb.sh that has been provided in the code samples for this chapter to connect to your web page 50 times, so you can monitor a good distribution of results between servers 1 and 2. You'll first need to make that script executable, and then you can run that script while your deployment is fully healthy:

			chmod +x testWeb.sh

			./testWeb.sh <external-ip>

			During healthy operations, we can see that server 1 and server 2 are hit almost equally, with 24 hits for server 1 and 26 for server 2:

			
				
					[image: Output displaying a healthy application with its traffic load-balanced between server 1 and server 2]
				

			

			Figure 7.18: While the application is healthy, traffic is load-balanced between server 1 and server 2

			Let's now move ahead and fail the readiness probe in server 1. To do this, you will use the kubectl exec command to move the index file to a different location:

			kubectl get pods #note server1 pod name

			kubectl exec <server1 pod name> -- \

			  mv /usr/share/nginx/html/index.html \

			  /usr/share/nginx/html/index1.html

			Once this is executed, we can view the change in the pod status with the following command:

			kubectl get pods -w

			You should see the readiness state of the server 1 pod change to 0/1, as shown in Figure 7.19:

			
				
					[image: First, a command is executed to stop directing traffic to server 1. Then, using kubectl get pods -w, the ready attribute of the server 1 pod changes from 1/1 to 0/1]
				

			

			Figure 7.19: The failing readiness probes causes server 1 to not have any READY containers

			This should direct no more traffic to the server 1 pod. Let's verify that:

			./testWeb.sh <external-ip>

			Traffic should be redirected to server 2:

			
				
					[image: Output displaying all traffic is directed to server 2]
				

			

			Figure 7.20: All traffic is now served by server 2

			You can now restore the state of server 1 by moving the file back to its rightful place:

			kubectl exec <server1 pod name> -- mv \

			  /usr/share/nginx/html/index1.html \

			  /usr/share/nginx/html/index.html

			This will return the pod to a Ready state and should again split traffic equally:

			./testWeb.sh <external-ip>

			This will show an output similar to Figure 7.21:

			
				
					[image: After restoring the readiness probe, traffic is load-balanced again]
				

			

			Figure 7.21: Restoring the readiness probe causes traffic to be load-balanced again

			A failing readiness probe will cause Kubernetes to no longer send traffic to the failing pod. You have verified this by causing a readiness probe in your example application to fail. In the next section, you'll explore the impact of a failing liveness probe.

			A failing liveness probe restarts the pod

			You can repeat the previous process with the liveness probe as well. When the liveness probe fails, Kubernetes is expected to restart that pod. Let's try this by deleting the health file:

			kubectl exec <server 2 pod name> -- \

			  rm /usr/share/nginx/html/healthy.html

			Let's see what this does to the pod:

			kubectl get pods -w

			You should see that the pod restarts within a couple of seconds:

			
				
					[image: Output displaying a failing liveness probe that causes the pod to restart]
				

			

			Figure 7.22: A failing liveness probe will cause the pod to be restarted

			As you can see in Figure 7.22, the pod was successfully restarted, with limited impact. You can inspect what was going on in the pod by running a describe command:

			kubectl describe pod <server2 pod name>

			The preceding command will give you an output similar to Figure 7.23:

			
				
					[image: More details on the pod showing the failing liveness probe caused the pod to be restarted]
				

			

			Figure 7.23: More details on the pod showing how the liveness probe failed

			In the describe command, you can clearly see that the pod failed the liveness probe. After three failures, the container was killed and restarted.

			This concludes the experiment with liveness and readiness probes. Remember that both are useful for your application: a readiness probe can be used to temporarily stop traffic to your pod, so it has to deal with less load. A liveness probe is used to restart your pod if there is an actual failure in the pod.

			Let's also make sure to clean up the deployments you just created:

			kubectl delete deployment server1 server2

			kubectl delete service web

			Liveness and readiness probes are useful to ensure that only healthy pods will receive traffic in your cluster. In the next section, you will explore different metrics reported by Kubernetes that you can use to verify the state of your application.

			Metrics reported by Kubernetes

			Kubernetes reports multiple metrics. In this section, you'll first use a number of kubectl commands to get these metrics. Afterward, you'll look into Azure Monitor for containers to see how Azure helps with container monitoring.

			Node status and consumption

			The nodes in your Kubernetes are the servers running your application. Kubernetes will schedule pods to different nodes in the cluster. You need to monitor the status of your nodes to ensure that the nodes themselves are healthy and that the nodes have enough resources to run new applications.

			Run the following command to get information about the nodes on the cluster:

			kubectl get nodes

			The preceding command lists their name, status, and age:

			
				
					[image: Running the kubectl get nodes command to get information about the nodes on the cluster]
				

			

			Figure 7.24: There are two nodes in this cluster

			You can get more information by passing the -o wide option:

			kubectl get -o wide nodes

			The output lists the underlying OS-IMAGE and INTERNAL-IP, and other useful information, which can be viewed in Figure 7.25:

			
				
					[image: Adding the -o wide option to the command to display more details about the nodes]
				

			

			Figure 7.25: Using -o wide adds more details about the nodes

			You can find out which nodes are consuming the most resources by using the following command:

			kubectl top nodes

			It shows the CPU and memory usage of the nodes:

			
				
					[image: Output displaying CPU and memory utilization of the nodes]
				

			

			Figure 7.26: CPU and memory utilization of the nodes

			Note that this is the actual consumption at that point in time, not the number of requests a certain node has. To get the requests, you can execute the following:

			kubectl describe node <node name>

			This will show you the requests and limits per pod, as well as the cumulative amount for the whole node:

			
				
					[image: Output displaying requests and limits per pod, as well as the total of allocated resources]
				

			

			Figure 7.27: Describing the nodes shows details on requests and limits

			As you can see in Figure 7.27, the describe node command outputs the requests and limits per pod, across namespaces. This is a good way for cluster operators to verify how much load is being put on the cluster, across all namespaces.

			You now know where you can find information about the utilization of your nodes. In the next section, you will look into how you can get the same metrics for individual pods.

			Pod consumption

			Pods consume CPU and memory resources from an AKS cluster. Requests and limits are used to configure how much CPU and memory a pod can consume. Requests are used to reserve a minimum amount of CPU and memory, while limits are used to set a maximum amount of CPU and memory per pod.

			In this section, you will learn how you can use kubectl to get information about the CPU and memory utilization of pods.

			Let's start by exploring how you can see the requests and limits for a pod that you currently have running:

			
					For this example, you will use the pods running in the kube-system namespace. Get all the pods in this namespace:kubectl get pods -n kube-system
This should show something similar to Figure 7.28:
[image: Output displaying pods running in the kube-system namespace]
Figure 7.28: The pods running in the kube-system namespace


					Let's get the requests and limits for one of the coredns pods. This can be done using the describe command:kubectl describe pod coredns-<pod id> -n kube-system
In the describe command, there should be a section similar to Figure 7.29:


			

			
				
					[image: Displaying the limits and requests for the CoreDNS pod]
				

			

			Figure 7.29: Limits and requests for the CoreDNS pod

			This shows you that this pod has a memory limit of 170Mi, no CPU limit, and has a request for 100 m CPU (which means 0.1 CPU) and 70Mi of memory. This means that if this pod were to consume more than 170 MiB of memory, Kubernetes would restart that pod. Kubernetes has also reserved 0.1 CPU core and 70 MiB of memory for this pod.

			Requests and limits are used to perform capacity management in a cluster. You can also get the actual CPU and memory consumption of a pod. Run the following command and you'll get the actual pod consumption in all namespaces:

			kubectl top pods --all-namespaces

			This should show you anoutput similar to Figure 7.30:

			
				
					[image: Running a command to get the actual pod consumption in all namespaces]
				

			

			Figure 7.30: Seeing the CPU and memory consumption of pods

			Using the kubectl top command shows the CPU and memory consumption at the point in time when the command was run. In this case, you can see that the coredns pods are using 3m CPU and 10Mi of memory.

			In this section, you have used the kubectl command to get an insight into the resource utilization of the nodes and pods in your cluster. This is useful information, but it is limited to that specific point in time. In the next section, you'll use the Azure portal to get more detailed information on the cluster and the applications on top of the cluster. You'll start by exploring the AKS Diagnostics pane.

			Using AKS Diagnostics

			When you are experiencing issues in AKS, a good place to start your exploration is the AKS Diagnostics pane. It provides you with tools that help investigate any issues related to underlying infrastructure or system cluster components. 

			Note:

			AKS Diagnostics is in preview at the time of writing this book. This means functionality might be added or removed.

			To access AKS Diagnostics, hit the Diagnose and solve problems option in the AKS menu. This will open up Diagnostics, as shown in Figure 7.31:

			
				
					[image: An overview of the AKS Diagnostics pane in the Azure portal]
				

			

			Figure 7.31: Accessing AKS Diagnostics

			AKS Diagnostics gives you two tools to diagnose and explore issues. One is Cluster Insights, and the other is Networking. Cluster Insights uses cluster logs and configuration on your cluster to perform a health check and compare your cluster against best practices. It contains useful information and relevant health indicators in case anything is misconfigured in your cluster. An example output of Cluster Insights is shown in Figure 7.32:

			
				
					[image: Example output of Cluster Insights as seen in the Azure portal]
				

			

			Figure 7.32: Example output from Cluster Insights

			The Networking section of AKS Diagnostics allows you to interactively troubleshoot networking issues in your cluster. As you open the Networking view, you are presented with several questions that will then trigger network health checks and configuration reviews. Once you select one of those options, the interactive tool will give you the output from those checks, as shown in Figure 7.33:

			
				
					[image: Diagnosing networking issues using AKS Diagnostics]
				

			

			Figure 7.33: Diagnosing networking issues using AKS Diagnostics

			Using AKS Diagnostics is very useful when you are facing infrastructure issues on your cluster. The tool does a scan of your environment and verifies whether everything is running and configured well. However, it does not scan your applications. That is where Azure Monitor comes in; it allows you to monitor your application and access your application logs.

			Azure Monitor metrics and logs

			Previously in this chapter, you explored the status and metrics of nodes and pods in your cluster using the kubectl command-line tool. In Azure, you can get more metrics from nodes and pods and explore the logs from pods in your cluster. Let's start by exploring AKS Insights in the Azure portal.

			AKS Insights

			The Insights section of the AKS pane provides most of the metrics you need to know about your cluster. It also has the ability to drill down to the container level. You can also see the logs of the container.

			Note:

			The Insights section of the AKS pane relies on Azure Monitor for containers. If you created the cluster using the portal defaults, this is enabled by default.

			Kubernetes makes metrics available but doesn't store them. Azure Monitor can be used to store these metrics and make them available to query over time. To collect the relevant metrics and logs into Insights, Azure connects to the Kubernetes API to collect the metrics and logs to then store them in Azure Monitor.

			Note:

			Logs of a container could contain sensitive information. Therefore, the rights to review logs should be controlled and audited.

			Let's explore the Insights tab of the AKS pane, starting with the cluster metrics.

			Cluster metrics

			Insights shows the cluster metrics. Figure 7.34 shows the CPU utilization and the memory utilization of all the nodes in the cluster. You can optionally add additional filters to filter to a particular namespace, node, or node pool. There also is a live option, which gives you more real-time information on your cluster status:

			
				
					[image: Viewing CPU and memory utilization for the cluster in the Cluster tab]
				

			

			Figure 7.34: The Cluster tab shows CPU and memory utilization for the cluster

			The cluster metrics also show the node count and the number of active pods. The node count is important, as you can track whether you have any nodes that are in a Not Ready state:

			
				
					[image: Checking the node count and the number of active pods in the Cluster tab]
				

			

			Figure 7.35: The Cluster tab shows the node count and the number of active pods

			The Cluster tab can be used to monitor the status of the nodes in the cluster. Next, you'll explore the Reports tab.

			Reports

			The Reports tab in AKS Insights gives you access to a number of preconfigured monitoring workbooks. These workbooks combine text, log queries, metrics, and parameters together and give you rich interactive reports. You can drill down into each individual report to get more information and prebuilt log queries. The available reports are shown in Figure 7.36:

			Note

			The Reports functionality is in preview at the time of writing this book.

			
				
					[image: An overview of the Reports tab that allows access to preconfigured monitoring workbooks]
				

			

			Figure 7.36: The Reports tab gives you access to preconfigured monitoring workbooks

			As an example, you can explore the Deployments workbook. This is shown in Figure 7.37:

			
				
					[image: An overview of the Deployments workbook, which shows the status of all the deployments]
				

			

			Figure 7.37: The Deployments workbook shows you the status of your deployments

			This shows you all the deployments by default, their health, and up-to-date status. As you can see, it shows you that server1 was temporarily unavailable when you were doing the exploration with liveness and readiness probes earlier in this chapter.

			You can drill down further into the status of the individual deployments. If you click on the Log button highlighted in Figure 7.37, you get redirected to Log Analytics with a prebuilt query. You can then modify this query and get deeper insights into your workload, as shown in Figure 7.38.

			
				
					[image: Drilling down in Log Analytics to get more details on the deployments]
				

			

			Figure 7.38: Drilling down in Log Analytics to get more details on your deployments

			Note:

			The queries used in Log Analytics make use of the Kusto Query Language (KQL). To learn more about KQL, please refer to the documentation: https://docs.microsoft.com/azure/data-explorer/kusto/concepts/ 

			The Reports tab in AKS Insights gives you a number of prebuilt monitoring workbooks. The next tab is the Nodes tab.

			Nodes

			The Nodes view shows you detailed metrics for your nodes. It also shows you which pods are running on each node, as you can see in Figure 7.39:

			
				
					[image: Detailed metrics of the nodes as seen in the Nodes pane]
				

			

			Figure 7.39: Detailed metrics of the nodes in the Nodes pane

			Note that different metrics can be viewed from the dropdown menu right next to the search bar. If you need even more details, you can click through and get Kubernetes event logs from your nodes as well:

			
				
					[image: Clicking on the View Kubernetes event logs option to get the logs from a cluster]
				

			

			Figure 7.40: Click on View Kubernetes event logs to get the logs from a cluster

			This will open Azure Log Analytics and will have pre-created a query for you that shows the logs for your node. In the example in Figure 7.41, you can see that the node was rebooted a couple of times and hit an InvalidDiskCapacity warning as well:

			
				
					[image: An overview of Log Analytics displaying a pre-created query to show the logs for your node]
				

			

			Figure 7.41: Log Analytics showing the logs for the nodes

			This gives you information about the status of your nodes. Next, you'll explore the Controllers tab.

			Controllers

			The Controllers tab shows you details on all the controllers (that is, ReplicaSets, DaemonSets, and so on) on your cluster and the pods running in them. This shows you a controller-centric view of running pods. For instance, you can find the server1 ReplicaSet and see all the pods and containers running in it, as shown in Figure 7.42:

			
				
					[image: An overview of the Controllers tab displaying all the pods running in a ReplicaSet]
				

			

			Figure 7.42: The Controllers tab shows you all the pods running in a ReplicaSet

			The next tab is the Containers tab, which will show you the metrics, logs, and environment variables for a container.

			Container metrics, logs, and environment variables

			Clicking on the Containers tab lists the container metrics, environment variables, and access to its logs, as shown in Figure 7.43:

			
				
					[image: An overview of the Containers tab displaying all the individual containers]
				

			

			Figure 7.43: The Containers tab shows us all the individual containers

			Note:

			You might notice a couple of containers with an Unknown state. If a container in the Insights pane has an unknown status, that is because Azure Monitor has logs and information about that container, but the container is no longer running on the cluster.

			You can get access to the container's logs from this view as well:

			
				
					[image: Clicking the View container logs option to access the logs from the containers tab itself]
				

			

			Figure 7.44: Access the container's logs

			This will show you all the logs that Kubernetes logged from your application. Earlier in the chapter, you used kubectl to get access to container logs. Using this approach can be a lot more productive, as you can edit the log queries and correlate logs from different pods and applications in a single view:

			
				
					[image: Displaying logs that Kubernetes logged from the application in a single view]
				

			

			Figure 7.45: Logs are collected and can be queried

			Apart from the logs, this view also shows the environment variables that are set for the container. To see the environment variables, scroll down in the right cell of the Containers view:

			
				
					[image: Viewing the environment variables set for the container]
				

			

			Figure 7.46: The environment variables set for the container

			The final tab in AKS Insights is the Deployments tab, which you'll explore next.

			Deployments

			The final tab is the Deployments tab. This tab gives you an overview of all deployments in the cluster and allows you to get the definition of the deployment by selecting it. As you can see in Figure 7.47, you can get this view either in Describe (in text format) or in RAW (YAML format):

			
				
					[image: An overview of the Deployments tab in the AKS Insights pane]
				

			

			Figure 7.47: The Deployments tab in AKS Insights

			By using the Insights pane in AKS, you can get detailed information about your cluster. You explored the different tabs in this section and learned how you can drill down and get access to customizable log queries to get even more information.

			And that concludes this section. Let's make sure to clean up all the resources created in this chapter by using the following command:

			kubectl delete -f 

			In this section, you explored monitoring applications running on top of Kubernetes. You used the AKS Insights tab in the Azure portal to get a detailed view of your cluster and the containers running on the cluster.

			Summary

			You started this chapter by learning how to use different kubectl commands to monitor an application. Then, you explored how logs created in Kubernetes can be used to debug that application. The logs contain all the information that is written to stdout and stderr. 

			After that, you switched to the Azure portal and started using AKS Diagnostics to explore infrastructure issues. Lastly, you explored the use of Azure Monitor and AKS Insights to show the AKS metrics and environment variables, as well as logs with log filtering. 

			In the next chapter, you will learn how to connect an AKS cluster to Azure PaaS services. You will specifically focus on how you can connect an AKS cluster to a MySQL database managed by Azure.

		

	
		
			Section 3: Securing your AKS cluster and workloads

		

		
			Loose lips sink ships is a phrase that describes how easy it can be to jeopardize the security of a Kubernetes-managed cluster (Kubernetes, by the way, is Greek for helmsman, as in the helmsman of a ship). If your cluster is left open with the wrong ports or services exposed, or plain text is used for secrets in application definitions, bad actors can take advantage of this negligent security and do pretty much whatever they want in your cluster.

			There are multiple items to consider when securing an Azure Kubernetes Service (AKS) cluster and workloads running on top of it. In this section, you will learn about four ways to secure your cluster and applications. You will learn about role-based access control in Kubernetes and how this can be integrated with Azure Active Directory (Azure AD). After that, you'll learn how to allow your pods to get access to Azure resources such as Blob Storage or Key Vault using an Azure AD pod identity. Subsequently, you'll learn about Kubernetes secrets and how to safely integrate them with Key Vault. Finally, you'll learn about network security and how to isolate your Kubernetes cluster. 

			In this chapter, you will be routinely deleting clusters and creating new clusters with new functionalities enabled. The reason you will delete existing clusters is to save costs and optimize the free trial, if you are using it.

			This section contains the following chapters:

			
					Chapter 8, Role-based access control in AKS

					Chapter 9, Azure Active Directory pod-managed identities in AKS

					Chapter 10, Storing secrets in AKS

					Chapter 11, Network security in AKS

			

			You will start this section with Chapter 8, Role-based access control in AKS, in which you will configure role-based access control in Kubernetes and integrate this with Azure AD.

		

	
		
			
			

		

		
			8. Role-based access control in AKS

		

		
			Up to this point, you've been using a form of access to Azure Kubernetes Service (AKS) that gave you permissions to create, read, update, and delete all objects in your cluster. This has worked great for testing and development but is not recommended on production clusters. On production clusters, the recommendation is to leverage role-based access control (RBAC) in Kubernetes to only grant a limited set of permissions to users.

			In this chapter, you will explore Kubernetes RBAC in more depth. You will be introduced to the concept of RBAC in Kubernetes. You will then configure RBAC in Kubernetes and integrate it with Azure Active Directory (Azure AD).

			The following topics will be covered in this chapter:

			
					RBAC in Kubernetes

					Enabling Azure AD integration in your AKS cluster

					Creating a user and a group in Azure AD

					Configuring RBAC in AKS

					Verifying RBAC for a userNote	
To complete the example on RBAC, you need access to an Azure AD instance, with global administrator permissions.


			

			Let's start this chapter by explaining RBAC.

			RBAC in Kubernetes explained

			In production systems, you need to allow different users different levels of access to certain resources; this is known as RBAC. The benefit of establishing RBAC is that it not only acts as a guardrail against the accidental deletion of critical resources but also is an important security feature that limits full access to the cluster to roles that really need it. On an RBAC-enabled cluster, users can only access and modify those resources for which they have permission.

			Up until now, using Cloud Shell, you have been acting as root, which allowed you to do anything and everything in the cluster. For production use cases, root access is dangerous and should be restricted as much as possible. It is a generally accepted best practice to use the principle of least privilege (PoLP) to sign in to any computer system. This prevents both access to secure data and unintentional downtime through the deletion of key resources. Anywhere between 22% and 29% of data loss is attributed to human error. You don't want to be a part of that statistic.

			Kubernetes developers realized this was a problem and added RBAC to Kubernetes along with the concept of service roles to control access to clusters. Kubernetes RBAC has three important concepts:

			
					Role: A role contains a set of permissions. A role defaults to no permissions, and every permission needs to be specifically called out. Examples of permissions include get, watch, and list. The role also contains which resources these permissions are given to. Resources can be either all pods, deployments, and so on, or can be a specific object (such as pod/mypod).

					Subject: The subject is either a person or a service account that is assigned a role. In AKS clusters integrated with Azure AD, these subjects can be Azure AD users or groups.

					RoleBinding: A RoleBinding links a subject to a role in a certain namespace or, in the case of a ClusterRoleBinding, the whole cluster.

			

			An important concept to understand is that when interfacing with AKS, there are two layers of RBAC: Azure RBAC and Kubernetes RBAC, as shown in Figure 8.1. Azure RBAC deals with the roles given to people to make changes in Azure, such as creating, modifying, and deleting clusters. Kubernetes RBAC deals with the access rights to resources in a cluster. Both are independent control planes but can use the same users and groups originating in Azure AD.

			
				
					[image: A representation of the two RBAC planes, Azure and Kubernetes]
				

			

			Figure 8.1: Two different RBAC planes, Azure and Kubernetes

			RBAC in Kubernetes is an optional feature. The default in AKS is to create clusters that have RBAC enabled. However, by default, the cluster is not integrated with Azure AD. This means that by default you cannot grant Kubernetes permissions to Azure AD users. In the coming section, you will enable Azure AD integration in your cluster.

			Enabling Azure AD integration in your AKS cluster

			In this section, you will update your existing cluster to include Azure AD integration. You will do this using the Azure portal:

			Note

			Once a cluster has been integrated with Azure AD, this functionality cannot be disabled.

			
					To start, you will need an Azure AD group. You will later give admin privileges for your AKS cluster to this group. To create this group, search for azure active directory in the Azure search bar:[image: Searching for Azure Active Directory in the Azure search bar]
Figure 8.2: Searching for azure active directory in the Azure search bar


					In the left pane, select Groups, which will bring you to the All groups screen. Click + New Group, as shown in Figure 8.3:[image: In the group pane, clicking the +New group button to create a new Azure AD group]
Figure 8.3: Creating a new Azure AD group


					On the resulting page, create a security group and give it a name and description. Select your user as the owner and a member of this group. Click the Create button on the screen: [image: Providing necessary information to create the Azure AD group]
Figure 8.4: Providing details for creating the Azure AD group


					Now that this group is created, search for your Azure cluster in the Azure search bar to open the AKS pane:[image: Searching for the cluster using the Azure search bar]
Figure 8.5: Searching for your cluster in the Azure search bar


					In the AKS pane, select Cluster configuration under Settings. In this pane, you will be able to turn on AKS-managed Azure Active Directory. Enable the functionality and select the Azure AD group you created earlier to set as the admin Azure AD group. Finally, hit the Save button in the command bar, as shown in Figure 8.6:

			

			
				
					[image: Enabling AKS-managed Azure Active Directory and clicking the Save button]
				

			

			Figure 8.6: Enabling AKS-managed Azure Active Directory and clicking the Save button

			This enables Azure AD–integrated RBAC on your AKS cluster. In the next section, you will create a new user and a new group that will be used in the section afterward to set up and test RBAC in Kubernetes.

			Creating a user and group in Azure AD

			In this section, you will create a new user and a new group in Azure AD. You will use them later on in the chapter to assign them permissions to your AKS cluster:

			Note

			You need the User Administrator role in Azure AD to be able to create users and groups.

			
					To start with, search for azure active directory in the Azure search bar:[image: Searching for Azure Active Directory in the Azure search bar]
Figure 8.7: Searching for azure active directory in the search bar


					Click on All users in the left pane. Then select + New user to create a new user:[image: Clicking the +New user button to create a new user]
Figure 8.8: Clicking on + New user to create a new user


					Provide the information about the user, including the username. Make sure to note down the password, as this will be required to sign in:[image: Providing the necessary details to create a new user]
Figure 8.9: Providing the user details


					Once the user is created, go back to the Azure AD pane and select Groups. Then click the + New group button to create a new group:[image: Clicking the + New group button to create a new group]
Figure 8.10: Clicking on + New group to create a new group


					Create a new security group. Call the group handson aks users and add Tim as a member of the group. Then hit the Create button at the bottom:[image: Providing necessary details to create a new group]
Figure 8.11: Providing the group type, group name, and group description


					You have now created a new user and a new group. Next, you'll make that user a cluster user in AKS RBAC. This enables them to use the Azure CLI to get access to the cluster. To do that, search for your cluster in the Azure search bar:[image: Searching for the cluster using the Azure search bar]
Figure 8.12: Searching for your cluster in the Azure search bar


					In the cluster pane, click on Access control (IAM) and then click on the + Add button to add a new role assignment. Select Azure Kubernetes Service Cluster User Role and assign that to the new user you just created:[image: Assigning the cluster user role to the new user we just created]
Figure 8.13: Assigning the cluster user role to the new user you created


					As you will also be using Cloud Shell with the new user, you will need to give them contributor access to the Cloud Shell storage account. First, search for storage in the Azure search bar:[image: Searching for storage accounts using the Azure search bar]
Figure 8.14: Searching for storage in the Azure search bar


					There should be a storage account under Resource group with a name that starts with cloud-shell-storage. Click on the resource group:[image: Selecting the resource group of the storage account]
Figure 8.15: Selecting the resource group


					Go to Access control (IAM) and click on the + Add button. Give the Storage Account Contributor role to your newly created user:

			

			
				
					[image: Assigning the Contributor role to the newly created user storage account]
				

			

			Figure 8.16: Assigning Storage Account Contributor role to the new user

			This has concluded the creation of a new user and a group and giving that user access to AKS. In the next section, you will configure RBAC for that user and group in your AKS cluster.

			Configuring RBAC in AKS

			To demonstrate RBAC in AKS, you will create two namespaces and deploy the Azure voting application in each namespace. You will give the group cluster-wide read-only access to pods, and you will give the user the ability to delete pods in only one namespace. Practically, you will need to create the following objects in Kubernetes:

			
					ClusterRole to give read-only access

					ClusterRoleBinding to grant the group access to this role

					Role to give delete permissions in the delete-access namespace

					RoleBinding to grant the user access to this role

			

			
				
					[image: A flowchart showing the demo you’ll be building. A user is part of a group. The group has a clusterrole to read pods. The user has an additional namespace scoped role allowing them to delete pods]
				

			

			Figure 8.17: The group getting read-only access to the whole cluster, and the user getting delete permissions to the delete-access namespace

			Let's set up the different roles on your cluster:

			
					To start our example, you will need to retrieve the ID of the group. The following commands will retrieve the group ID:az ad group show -g 'handson aks users' \
  --query objectId -o tsv
This will show your group ID. Note this down because you'll need it in the next steps:
[image: Output displaying the group ID]
Figure 8.18: Getting the group ID


					In Kubernetes, you will create two namespaces for this example:kubectl create ns no-access
kubectl create ns delete-access


					You will also deploy the azure-vote application in both namespaces:kubectl create -f azure-vote.yaml -n no-access
kubectl create -f azure-vote.yaml -n delete-access


					Next, you will create the ClusterRole object. This is provided in the clusterRole.yaml file:1   apiVersion: rbac.authorization.k8s.io/v1
2   kind: ClusterRole
3   metadata:
4     name: readOnly
5   rules:
6   - apiGroups: [""]
7     resources: ["pods"]
8     verbs: ["get", "watch", "list"]
Let's have a closer look at this file:
	Line 2: Defines the creation of a ClusterRole instance
	Line 4: Gives a name to our ClusterRole instance
	Line 6: Gives access to all API groups
	Line 7: Gives access to all pods
	Line 8: Gives access to the actions get, watch, and list

We will create ClusterRole using the following command:
kubectl create -f clusterRole.yaml


					The next step is to create a cluster role binding. The binding links the role to a user or a group. This is provided in the clusterRoleBinding.yaml file:1   apiVersion: rbac.authorization.k8s.io/v1
2   kind: ClusterRoleBinding
3   metadata:
4     name: readOnlyBinding
5   roleRef:
6     kind: ClusterRole
7     name: readOnly
8     apiGroup: rbac.authorization.k8s.io
9   subjects:
10  - kind: Group
11    apiGroup: rbac.authorization.k8s.io
12    name: "<group-id>"
Let's have a closer look at this file:
	Line 2: Defines that we are creating a ClusterRoleBinding instance.
	Line 4: Gives a name to ClusterRoleBinding.
	Lines 5–8: Refer to the ClusterRole object we created in the previous step
	Lines 9–12: Refer to your group in Azure AD. Make sure to replace <group-id> on line 12 with the group ID you got earlier.

We can create ClusterRoleBinding using the following command:
kubectl create -f clusterRoleBinding.yaml


					Next, you'll create a role that is limited to the delete-access namespace. This is provided in the role.yaml file:1   apiVersion: rbac.authorization.k8s.io/v1
2   kind: Role
3   metadata:
4     name: deleteRole
5     namespace: delete-access
6   rules:
7   - apiGroups: [""]
8     resources: ["pods"]
9     verbs: ["delete"]
This file is similar to the ClusterRole object from earlier. There are two meaningful differences:
	Line 2: Defines that you are creating a Role instance and not a ClusterRole instance
	Line 5: Defines the namespace this role is created in

You can create Role using the following command:
kubectl create -f role.yaml


					Finally, you will create a RoleBinding instance that links our user to the namespace role. This is provided in the roleBinding.yaml file:1   apiVersion: rbac.authorization.k8s.io/v1
2   kind: RoleBinding
3   metadata:
4     name: deleteBinding
5     namespace: delete-access
6   roleRef:
7     kind: Role
8     name: deleteRole
9     apiGroup: rbac.authorization.k8s.io
10  subjects:
11  - kind: User
12    apiGroup: rbac.authorization.k8s.io
13    name: "<user e-mail address>"
This file is similar to the ClusterRoleBinding object from earlier. There are a couple of meaningful differences:
	Line 2: Defines the creation of a RoleBinding instance and not a ClusterRoleBinding instance
	Line 5: Defines the namespace this RoleBinding instance is created in
	Line 7: Refers to a regular role and not a ClusterRole instance
	Lines 11–13: Defines a user instead of a group

You can create RoleBinding using the following command:
kubectl create -f roleBinding.yaml


			

			This has concluded the requirements for RBAC. You have created two roles—ClusterRole and one namespace-bound role, and set up two RoleBindings objects—ClusterRoleBinding and the namespace-bound RoleBinding. In the next section, you will explore the impact of RBAC by signing in to the cluster as the new user.

			Verifying RBAC for a user

			To verify that RBAC works as expected, you will sign in to the Azure portal using the newly created user. Go to https://portal.azure.com in a new browser, or an InPrivate window, and sign in with the newly created user. You will be prompted immediately to change your password. This is a security feature in Azure AD to ensure that only that user knows their password:

			
				
					[image: Prompt asking the user to update their password]
				

			

			Figure 8.19: You will be asked to change your password

			Once you have changed your password, you can start testing the different RBAC roles:

			
					You will start this experiment by setting up Cloud Shell for the new user. Launch Cloud Shell and select Bash:[image: Selecting Bash as Cloud Shell]
Figure 8.20: Selecting Bash in Cloud Shell


					In the next dialog box, select Show advanced settings:[image: Clicking the Show advanced settings button]
Figure 8.21: Selecting Show advanced settings


					Then, point Cloud Shell to the existing storage account and create a new file share:[image: Pointing Cloud Shell to the existing storage account and creating a new file share]
Figure 8.22: Pointing to the existing storage account and creating a new file share


					Once Cloud Shell is available, get the credentials to connect to the AKS cluster:az aks get-credentials -n handsonaks -g rg-handsonaks
Then, try a command in kubectl. Let's try to get the nodes in the cluster:
kubectl get nodes
Since this is the first command executed against an RBAC-enabled cluster, you are asked to sign in again. Browse to https://microsoft.com/devicelogin and provide the code Cloud Shell showed you (this code is highlighted in Figure 8.24). Make sure you sign in here with your new user credentials:
[image: Entering the code Cloud Shell showed us in the prompt]
Figure 8.23: Copying and pasting the code Cloud Shell showed you in the prompt
After you have signed in, you should get a Forbidden error message from kubectl, informing you that you don't have permission to view the nodes in the cluster. This was expected since the user is configured only to have access to pods:
[image: The Forbidden error message from kubectl]
Figure 8.24: The prompt asking you to sign in and the Forbidden message


					Now you can verify that your user has access to view pods in all namespaces and that the user has permission to delete pods in the delete-access namespace:kubectl get pods -n no-access
kubectl get pods -n delete-access
This should succeed for both namespaces. This is due to the ClusterRole object configured for the user's group:
[image: Output confirming access to view pods in both namespaces]
Figure 8.25: The user has access to view pods in both namespaces


					Let's also verify the delete permissions:kubectl delete pod --all -n no-access
kubectl delete pod --all -n delete-access
As expected, this is denied in the no-access namespace and allowed in the delete-access namespace, as seen in Figure 8.26:


			

			
				
					[image: Output verifying the user is not able to delete resources in the no-access namespace, but is able to delete resources in the delete-access namespace]
				

			

			Figure 8.26: Deletes are denied in the no-access namespace and allowed in the delete-access namespace

			In this section, you have verified the functionality of RBAC on your Kubernetes cluster. Since this is the last section of this chapter, let's make sure to clean up the deployments and namespaces in the cluster. Make sure to execute these steps from Cloud Shell with your main user, not the new user:

			kubectl delete -f azure-vote.yaml -n no-access

			kubectl delete -f azure-vote.yaml -n delete-access

			kubectl delete -f .

			kubectl delete ns no-access

			kubectl delete ns delete-access

			This concludes the overview of RBAC on AKS.

			Summary

			In this chapter, you learned about RBAC on AKS. You enabled Azure AD–integrated RBAC in your cluster. After that, you created a new user and group and set up different RBAC roles on your cluster. Finally, you signed in using that user and were able to verify that the RBAC roles that were configured gave you limited access to the cluster you were expecting. 

			This deals with how users can get access to your Kubernetes cluster. The pods running on your cluster might also need an identity in Azure AD that they can use to access resources in Azure services such as Blob Storage or Key Vault. You will learn more about this use case and how to set this up using an Azure AD pod identity in AKS in the next chapter.

		

	
		
			
			

		

		
			9. Azure Active Directory pod-managed identities in AKS

		

		
			In the previous chapter, Chapter 8, Role-based access control in AKS, you integrated your AKS cluster with Azure Active Directory (Azure AD). You then assigned Kubernetes roles to users and groups in Azure AD. In this chapter, you will explore how you can integrate your applications running on AKS with Azure AD, and you will learn how you can give your pods an identity in Azure so they can interact with other Azure resources.

			In Azure, application identities use a functionality called service principals. A service principal is the equivalent of a service account in the cloud. An application can use a service principal to authenticate to Azure AD and get access to resources. Those resources could be either Azure resources such as Azure Blob Storage or Azure Key Vault, or they could be applications that you developed that are integrated with Azure AD.

			There are two ways to authenticate a service principal: you can either use a password or a combination of a certificate and a private key. Although these are secure ways to authenticate your applications, managing passwords or certificates and the rotation associated with them can be cumbersome.

			Managed identities in Azure are a functionality that makes authenticating to a service principal easier. It works by assigning an identity to a compute resource in Azure, such as a virtual machine or an Azure function. Those compute resources can authenticate using that managed identity by calling an endpoint that only that machine can reach. This is a secure type of authentication that does not require you to manage passwords or certificates.

			Azure AD pod-managed identities allow you to assign managed identities to pods in Kubernetes. Since pods in Kubernetes run on virtual machines, by default, each pod would be able to access the managed identity endpoint and authenticate using that identity. Using Azure AD pod-managed identities, pods can no longer reach the internal endpoint for the virtual machine, and rather only get access to identities assigned to that specific pod.

			In this chapter, you'll configure an Azure AD pod-managed identity on an AKS cluster and use it to get access to Azure Blob Storage. In the next chapter, you will then use these Azure AD pod-managed identities to get access to Azure Key Vault and manage Kubernetes secrets.

			The following topics will be covered briefly in this chapter:

			
					An overview of Azure AD pod-managed identities

					Setting up a new cluster with Azure AD pod-managed identities

					Linking an identity to your cluster

					Using a pod with managed identity

			

			Let's start with an overview of Azure AD pod-managed identities.

			An overview of Azure AD pod-managed identities

			The goal of this section is to describe Azure managed identities and Azure AD pod-managed identities.

			As explained in the introduction, managed identities in Azure are a way to securely authenticate applications running inside Azure. There are two types of managed identities in Azure. The difference between them is how they are linked to resources:

			
					System assigned: This type of managed identity is linked 1:1 to the resource (such as a virtual machine) itself. This managed identity also shares the lifecycle of the resource, meaning that once the resource is deleted, the managed identity is also deleted.

					User assigned: User-assigned managed identities are standalone Azure resources. A user-assigned managed identity can be linked to multiple resources. When a resource is deleted, the managed identity is not deleted. 

			

			Both types of managed identities work the same way once they are created and linked to a resource. This is how managed identities work from an application perspective:

			
					Your application running in Azure requests a token to the Instance Metadata Service (IMDS). The IMDS is only available to that resource itself, at a non-routable IP address (169.254.169.254).

					The IMDS will request a token from Azure AD. It uses a certificate that is configured for your managed identity and is only known by the IMDS.

					Azure AD will return a token to the IMDS, which will, in turn, return that token to your application.

					Your application can use this token to authenticate to other resources, for instance, Azure Blob Storage.

			

			
				
					[image: Managed identity workflow in an Azure virtual machine]
				

			

			Figure 9.1: Managed identity in an Azure virtual machine

			When running multiple pods on a single virtual machine in a Kubernetes cluster, by default each pod can reach the IMDS endpoint. This means that each pod could get access to the identities configured for that virtual machine.

			The Azure AD pod-managed identities add-on for AKS configures your cluster in such a way that pods can no longer access the IMDS endpoint directly to request an access token. It configures your cluster in such a way that pods trying to access to IMDS endpoint (1) will connect to a DaemonSet running on the cluster. This DaemonSet is called the node managed identity (NMI). The NMI will verify which identities that pod should have access to. If the pod is configured to have access to the requested identity, then the DaemonSet will connect to the IMDS (2 to 5) to get the token, and then deliver the token to the pod (6). The pods can then use this token to access Azure resources (7).

			
				
					[image: Azure AD pod-managed identity workflow]
				

			

			Figure 9.2: Azure AD pod-managed identity

			This way, you can control which pods on your cluster have access to certain identities.

			Azure AD pod-managed identities were initially developed as an open-source project by Microsoft on GitHub. More recently, Microsoft has released Azure AD pod-managed identities as an AKS add-on. The benefit of using Azure AD pod-managed identities as an AKS add-on is that the functionality is supported by Microsoft and the software will be updated automatically as part of regular cluster operations.

			Note

			At the time of writing, the Azure AD pod-managed identities add-on is in preview. Currently, it is also not supported for Windows containers. Using preview functionality for product use cases is not recommended.

			Now that you know how Azure AD pod-managed identities work, let's set it up on an AKS cluster in the next section.

			Setting up a new cluster with Azure AD pod-managed identities

			As mentioned in the previous section, there are two ways to set up Azure AD pod-managed identities in AKS. It can either be done using the open-source project on GitHub, or by setting it up as an AKS add-on. By using the add-on, you'll get a supported configuration, which is why you'll set up a cluster using the add-on in this section.

			At the time of writing, it is not yet possible to enable the Azure AD pod-managed identities add-on on an existing cluster, which is why in the following instructions you'll delete your existing cluster and create a new one with the add-on installed. By the time you are reading this, it might be possible to enable this add-on on an existing cluster without recreating your cluster.

			Also, because the functionality is in preview at the time of this writing, you'll have to register for the preview. That'll be the first step in this section:

			
					Start by opening Cloud Shell and registering for the preview of Azure AD pod-managed identities:az feature register --name EnablePodIdentityPreview \
  --namespace Microsoft.ContainerService


					You'll also need a preview extension of the Azure CLI, which you can install using the following command:az extension add --name aks-preview


					Now you can go ahead and delete your existing cluster. This is required to ensure you have enough core quota available in Azure. You can do this using the following command:az aks delete -n handsonaks -g rg-handsonaks --yes


					Once your previous cluster is deleted, you'll have to wait until the pod identity preview is registered on your subscription. You can use the following command to verify this status:az feature show --name EnablePodIdentityPreview \
  --namespace Microsoft.ContainerService -o table
Wait until the status shows as registered, as shown in Figure 9.3:
[image: Verifying that the pod identity preview is registered on your subscription]
Figure 9.3: Waiting for the feature to be registered


					If the feature is registered and your old cluster is deleted, you need to refresh the registration of the namespace before creating a new cluster. Let's first refresh the registration of the namespace:az provider register --namespace Microsoft.ContainerService


					And now you can create a new cluster using the Azure AD pod-managed identities add-on. You can use the following command to create a new cluster with the add-on enabled:az aks create -g rg-handsonaks -n handsonaks \
  --enable-managed-identity --enable-pod-identity \
  --network-plugin azure --node-vm-size Standard_DS2_v2 \
  --node-count 2 --generate-ssh-keys


					This will take a couple of minutes to finish. Once the command finishes, obtain the credentials to access your cluster and verify you can access your cluster using the following commands:az aks get-credentials -g rg-handsonaks \
  -n handsonaks --overwrite-existing
kubectl get nodes
This should return an output similar to Figure 9.4:


			

			
				
					[image: Obtaining the credentials to access your new cluster and verifying that you can access your new cluster ]
				

			

			Figure 9.4: Getting cluster credentials and verifying access

			Now you have a new AKS cluster with Azure AD pod-managed identities enabled. In the next section, you will create a managed identity and link it to your cluster. 

			Linking an identity to your cluster

			In the previous section, you created a new cluster with Azure AD pod-managed identities enabled. Now you are ready to create a managed identity and link it to your cluster. Let's get started:

			
					To start, you will create a new managed identity using the Azure portal. In the Azure portal, look for managed identity in the search bar, as shown in Figure 9.5:[image: Search for Managed identity in the Azure search bar]
Figure 9.5: Navigating to Managed Identities in the Azure portal


					In the resulting pane, click the + New button at the top. To organize the resources for this chapter together, it's recommended to create a new resource group. In the resulting pane, click the Create new button to create a new resource group. Call it aad-pod-id, as shown in Figure 9.6:[image: Creating a new resource group called aad-pod-id]
Figure 9.6: Creating a new resource group


					Now, select the region you created your cluster in as the region for your managed identity and give it a name (aad-pod-id in this example), as shown in Figure 9.7. To finish, click the Review + create button and in the final window click the Create button to create your managed identity:[image: Providing instance details for creating a new managed identity]
Figure 9.7: Providing Instance details for the managed identity


					Once the managed identity has been created, hit the Go to resource button to go to the resource. Here, you will need to copy the client ID and the resource ID. They will be used later in this chapter. Copy and paste the values somewhere that you can access later. First, you will need the client ID of the managed identity. You can find that in the Overview pane of the managed identity, as shown in Figure 9.8:[image: Fetching the client ID from the managed identity overview page]
Figure 9.8: Getting the client ID of the managed identity


					Finally, you will also need the resource ID of the managed identity. You can find that in the Properties pane of the managed identity, as shown in Figure 9.9:[image: Fetching resource ID from the managed identity Properties page]
Figure 9.9: Getting the resource ID of the managed identity


					Now you are ready to link the managed identity to your AKS cluster. To do this, you will run a command in Cloud Shell, and afterward you will be able to verify that the identity is available in your cluster. Let's start with linking the identity. Make sure to replace <Managed identity resource ID> with the resource you copied earlier:az aks pod-identity add --resource-group rg-handsonaks \
  --cluster-name handsonaks --namespace default \
  --name access-blob-id \
  --identity-resource-id <Managed identity resource ID>


					You can verify that your identity was successfully linked to your cluster by running the following command:kubectl get azureidentity
This should give you an output similar to Figure 9.10:


			

			
				
					[image: Verifying that your identity was successfully linked to your cluster]
				

			

			Figure 9.10: Verifying the availability of the identity in the cluster

			This means that the identity is now available for you to use in your cluster. How you do this will be explained in the next section.

			Using a pod with managed identity

			In the previous section, you created a managed identity and linked it to your cluster. In this section, you will create a new blob storage account and give the managed identity you created permission over this storage account. Then, you will create a new pod in your cluster that can use that managed identity to interact with that storage account. Let's get started by creating a new storage account:

			
					To create a new storage account, look for storage accounts in the Azure search bar, as shown in Figure 9.11:[image: Searching for storage accounts in the Azure search bar]
Figure 9.11: Looking for storage accounts in the Azure search bar
In the resulting pane, click the + New button at the top of the screen as shown in Figure 9.12:
[image: Creating a new storage account]
Figure 9.12: Creating a new storage account
Select the aad-pod-id resource group you created earlier, give the account a unique name, and select the same region as your cluster. To optimize costs, it is recommended that you select the Standard performance, StorageV2 as the Account kind, and Locally-redundant storage (LRS) for Replication, as shown in Figure 9.13:
[image: Configuring your new storage account by providing Subscription details and Instance details]
Figure 9.13: Configuring your new storage account


					After you have provided all the values, click Review + create and then the Create button on the resulting screen. This will take about a minute to create. Once the storage account is created, click the Go to resource button to move on to the next step.

					First, you will give the managed identity access to the storage account. To do this, click Access Control (IAM) in the left-hand navigation bar, click + Add and Add role assignment. Then select the Storage Blob Data Contributor role, select User assigned managed identity in the Assign access to dropdown, and select the access-blob-id managed identity you created, as shown in Figure 9.14. Finally, hit the Save button at the bottom of the screen:[image: In the IAM pane of the storage account, providing the managed identity with access to the storage account  ]
Figure 9.14: Providing access to the storage account for the managed identity


					Next, you will upload a random file to this storage account. Later, you will try to access this file from within a Kubernetes pod to verify you have access to the storage account. To do this, go back to the Overview pane of the storage account. There, click on Containers, as shown in Figure 9.15:[image: Navigating to Containers from the Overview pane of the storage account]
Figure 9.15: Clicking on Containers in the overview pane


					Then hit the + Container button at the top of the screen. Give the container a name, such as uploadedfiles. Make sure to set Public access level to Private (no anonymous access), and then click the Create button at the bottom of the screen, as shown in Figure 9.16:[image: Creating a new container called uploadedfiles]
Figure 9.16: Creating a new blob storage container


					Finally, upload a random file into this storage container. To do this, click on the container name, and then click the Upload button at the top of the screen. Select a random file from your computer and click Upload as shown in Figure 9.17:[image: Uploading a new file to Blob Storage]
Figure 9.17: Uploading a new file to blob storage


					Now that you have a file in blob storage, and your managed identity has access to this storage account, you can go ahead and try connecting to it from Kubernetes. To do this, you will create a new deployment using the Azure CLI container image. This deployment will contain a link to the managed identity that was created earlier. The deployment file is provided in the code files for this chapter as deployment-with-identity.yaml:1   apiVersion: apps/v1
2   kind: Deployment
3   metadata:
4     name: access-blob
5   spec:
6     selector:
7       matchLabels:
8         app: access-blob
9     template:
10      metadata:
11        labels:
12          app: access-blob
13          aadpodidbinding: access-blob-id
14      spec:
15        containers:
16        - name: azure-cli
17          image: mcr.microsoft.com/azure-cli
18          command: [ "/bin/bash", "-c", "sleep inf" ]
There are a few things to draw attention to in the definition of this deployment:
	Line 13: This is where you link the pod (created by the deployment) with the managed identity. Any pod with that label will be able to access the managed identity.
	Line 16-18: Here, you define which container will be created in this pod. As you can see, the image (mcr.microsoft.com/azure-cli) is referring to the Azure CLI, and you're running a sleep command in this container to make sure the container doesn't continuously restart.



					You can create this deployment using the following command:kubectl create -f deployment-with-identity.yaml


					Watch the pods until the access-blob pod is in the Running state. Then copy and paste the name of the access-blob pod and exec into it using the following command:kubectl exec -it <access-blob pod name> -- sh


					Once you are connected to the pod, you can authenticate to the Azure API using the following command. Replace <client ID of managed identity> with the client ID you copied earlier:az login --identity -u <client ID of managed identity> \
  --allow-no-subscription -o table
This should return you an output similar to Figure 9.18:
[image: Logging into the Azure CLI using the client ID of the managed identity]
Figure 9.18: Logging in to the Azure CLI using the Azure AD pod-managed identity


					Now, you can try accessing the blob storage account and download the file. You can do this by executing the following command:az storage blob download --account-name <storage account name> \
 --container-name <container name> --auth-mode login \
 --file <filename> --name <filename> -o table
This should return you an output similar to Figure 9.19:
[image: Downloading a blob file using the managed identity]
Figure 9.19: Downloading a blob file using the managed identity


					You can now exit the container using the exit command.

					If you would like to verify that pods that don't have a managed identity configured and cannot download the file, you can use the file called deployment-without-identity.yaml:1   apiVersion: apps/v1
2   kind: Deployment
3   metadata:
4     name: no-access-blob
5   spec:
6     selector:
7       matchLabels:
8         app: no-access-blob
9     template:
10      metadata:
11        labels:
12          app: no-access-blob
13      spec:
14        containers:
15        - name: azure-cli
16          image: mcr.microsoft.com/azure-cli
17          command: [ "/bin/bash", "-c", "sleep inf" ]
As you can see, this deployment isn't similar to the deployment you created earlier in the chapter. The difference here is that the pod definition doesn't contain the label with the Azure AD pod-managed identity. This means that this pod won't be able to log in to Azure using any managed identity. You can create this deployment using the following:
kubectl create -f deployment-without-identity.yaml


					Watch the pods until the no-access-blob pod is in the Running state. Then copy and paste the name of the access-blob pod and exec into it using the following command:kubectl exec -it <no-access-blob pod name> -- sh


					Once you are connected to the pod, you can try to authenticate to the Azure API using the following command, which should fail:az login --identity -u <client ID of managed identity> \
  --allow-no-subscription -o table
This should return an output similar to Figure 9.20:
[image: Authentication error for the deployment with a pod identity]
Figure 9.20: The new pod cannot authenticate using the managed identity


					Finally, you can exit the container using the exit command.

			

			This has successfully shown you how to use Azure AD pod-managed identities to connect to blob storage from within your Kubernetes cluster. A deployment with an identity label could log in to the Azure CLI and then access blob storage. A deployment without this identity label didn't get permission to log in to the Azure CLI, and hence was also not able to access blob storage. 

			This has concluded this chapter. Let's make sure to delete the resources you created for this chapter:

			az aks pod-identity delete --resource-group rg-handsonaks \

			  --cluster-name handsonaks --namespace default \

			  --name access-blob-id 

			az group delete -n aad-pod-id --yes

			kubectl delete -f

			You can keep the cluster you created in this chapter since in the next chapter you will use Azure AD pod-managed identities to access Key Vault secrets.

			Summary

			In this chapter, you've continued your exploration of security in AKS. Whereas Chapter 8, Role-based access control in AKS, focused on identities for users, this chapter focused on identities for pods and applications running in pods. You learned about managed identities in Azure and how you can use Azure AD pod-managed identities in Azure to assign those managed identities to pods.

			You created a new cluster with the Azure AD pod-managed identities add-on enabled. You then created a new managed identity and linked that to your cluster. In the final section, you gave this identity permissions over a blob storage account and finally verified that pods with the managed identity were able to log in to Azure and download files, but pods without the managed identity couldn't log in to Azure.

			In the next chapter, you'll learn more about Kubernetes secrets. You'll learn about the built-in secrets and then also learn how you can securely connect Kubernetes to Azure Key Vault, and even use Azure AD pod-managed identities to do this.

		

	
		
			
			

		

		
			10. Storing secrets in AKS

		

		
			All production applications require some sensitive information to function, such as passwords or connection strings. Kubernetes has a pluggable back end to manage these secrets. Kubernetes also provides multiple ways of using the secrets in your deployment. The ability to manage secrets and use them properly will make your applications more secure.

			You have already used secrets previously in this book. You used them when connecting to the WordPress site to create blog posts in Chapter 3, Application deployment on AKS, and Chapter 4, Building scalable applications. You also used secrets in Chapter 6, Securing your application with HTTPS, when you were configuring the Application Gateway Ingress Controller with TLS.

			Kubernetes has a built-in secret system that stores secrets in a semi-encrypted fashion in the default Kubernetes database. This system works well but isn't the most secure way to deal with secrets in Kubernetes. In AKS, you can make use of a project called Azure Key Vault provider for Secrets Store CSI driver (CSI driver), which is a more secure way of working with Secrets in Kubernetes. This project allows you to store and retrieve secrets in/from Azure Key Vault. 

			In this chapter, you will learn about the various built-in secret types in Kubernetes and the different ways in which you can create these Secrets. After that, you will install the CSI driver on your cluster, and use it to retrieve Secrets.

			Specifically, you will cover the following topics in this chapter:

			
					Different types of secret in Kubernetes

					Creating and using secrets in Kubernetes

					Installing the Azure Key Vault provider for secrets Store CSI driver

					Using the Azure Key Vault provider for secrets Store CSI driver

			

			Let's start with exploring the different secret types in Kubernetes.

			Different secret types in Kubernetes

			As mentioned in the introduction to this chapter, Kubernetes comes with a default secrets implementation. This default implementation will store secrets in the etcd database that Kubernetes uses to store all object metadata. When Kubernetes stores secrets in etcd, it will store them in base64-encoded format. Base64 is a way to encode data in an obfuscated manner but is not a secure way of doing encryption. Anybody with access to base64-encoded data can easily decode it. AKS adds a layer of security on top of this by encrypting all data at rest within the Azure platform.

			The default secret implementation in Kubernetes allows you to store multiple types of Secrets:

			
					Opaque secrets: These can contain any arbitrary user-defined secret or data.

					Service account tokens: These are used by Kubernetes pods for built-in cluster RBAC.

					Docker config secrets: These are used to store Docker registry credentials for Docker command-line configuration.

					Basic authentication secrets: These are used for storing authentication information in the form of a username and password.

					SSH authentication secrets: These are used to store SSH private keys.

					TLS certificates: These are used to store TLS/SSL certificates.

					Bootstrap token Secrets: These are used to store bearer tokens that are used when creating new clusters or joining new nodes to an existing cluster.

			

			As a user of Kubernetes, you most typically will work with opaque secrets and TLS certificates. You've already worked with TLS secrets in Chapter 6, Securing your application with HTTPS. In this chapter, you will focus on opaque secrets.

			Kubernetes provides three ways of creating secrets, as follows:

			
					Creating secrets from files

					Creating secrets from YAML or JSON definitions

					Creating secrets from the command line

			

			Using any of the preceding methods, you can create any type of secret.

			Kubernetes gives you two ways of consuming secrets:

			
					Using secrets as an environment variable

					Mounting secrets as a file in a pod

			

			In the next section, you will create secrets using the three ways mentioned here, and you will later consume them using both the methods listed here.

			Creating secrets in Kubernetes

			In Kubernetes, there are three different ways to create secrets: from files, from YAML or JSON definitions, or directly from the command line. Let's start the exploration of how to create secrets by creating them from files.

			Creating Secrets from files

			The first way to create secrets in Kubernetes is to create them from a file. In this way, the contents of the file will become the value of the secret, and the filename will be the identifier of each value within the secret.

			Let's say that you need to store a URL and a secure token for accessing an API. To achieve this, follow these steps:

			
					Store the URL in secreturl.txt, as follows:echo https://my-url-location.topsecret.com \
  > secreturl.txt


					Store the token in another file, as follows:echo 'superSecretToken' > secrettoken.txt


					Let Kubernetes create the secret from the files, as follows:kubectl create secret generic myapi-url-token \
  --from-file=./secreturl.txt --from-file=./secrettoken.txt
Please note that you are creating a single secret object in Kubernetes, referring to both text files. In this command, you are creating an opaque secret by using the generic keyword.
The command should return an output similar to Figure 10.1:
[image: Creating a Secret using the contents of the secreturl.txt file]
Figure 10.1: Creating an opaque secret


					You can check whether the secrets were created in the same way as any other Kubernetes resource by using the get command:kubectl get secrets
This command will return an output similar to Figure 10.2:
[image: Verifying the creation of your Secret using the kubectl get secrets command]
Figure 10.2: List of the created secrets
Here, you will see the secret you just created, and any other secrets that are present in the default namespace. The secret is of the Opaque type, which means that, from Kubernetes' perspective, the schema of the contents is unknown. It is an arbitrary key-value pair with no constraints, as opposed to, for example, SSH auth or TLS secrets, which have a schema that will be verified as having the required details.


					For more details about the secret, you can also run the describe command:kubectl describe secrets myapi-url-token
You will get an output similar to Figure 10.3:
[image: Fetching the detailed description of the Secret using the describe command]
Figure 10.3: Description of the created secret
As you can see, neither of the preceding commands displayed the actual secret values.


					To see the secret's value, you can run the following command:kubectl get -o yaml secrets/myapi-url-token
You will get an output similar to Figure 10.4:
[image: Using the -o yaml switch in kubectl get secret fetches the encoded value of the Secret]
Figure 10.4: Using the -o yaml switch in kubectl get secret fetches the encoded value of the secret
The data is stored as key-value pairs, with the filename as the key and the base64-encoded contents of the file as the value.


					The preceding values are base64-encoded. Base64 encoding isn't secure. It obfuscates the secret so it isn't easily readable by an operator, but any bad actor can easily decode a base64-encoded secret. To get the actual values, you can run the following command:echo 'c3VwZXJTZWNyZXRUb2tlbgo=' | base64 -d
echo 'aHR0cHM6Ly9teS1zZWNyZXQtdXJsLWxvY2F0aW9uLnRvcHNlY3JldC5jb20K'| base64 -d
You will get the values of the secrets that were originally created:


			

			
				
					[image: The Base64-encoded Secret is decoded using the base 64 -d command]
				

			

			Figure 10.5: Base64-encoded secrets can easily be decoded

			This shows you that the secrets are not securely encrypted in the default Kubernetes secret store.

			In this section, you were able to create a secret containing an example URL with a secure token using files as the source. You were also able to get the actual secret values back by decoding the base64-encoded secrets.

			Let's move on and explore the second method of creating Kubernetes secrets, creating secrets from YAML definitions.

			Creating secrets manually using YAML files

			In the previous section, you created a secret from a text file. In this section, you will create the same secret using YAML files by following these steps:

			
					First, you need to encode the secret to base64, as follows:echo 'superSecretToken' | base64
You will get the following value:
c3VwZXJTZWNyZXRUb2tlbgo=
You might notice that this is the same value that was present when you got the yaml definition of the secret in the previous section.


					Similarly, for the url value, you can get the base64-encoded value, as shown in the following code block:echo 'https://my-secret-url-location.topsecret.com' | base64
This will give you the base64-encoded URL:
aHR0cHM6Ly9teS1zZWNyZXQtdXJsLWxvY2F0aW9uLnRvcHNlY3JldC5jb20K


					You can now create the secret definition manually; then, save the file. This file has been provided in the code bundle as myfirstsecret.yaml:1   apiVersion: v1
2   kind: Secret
3   metadata:
4     name: myapiurltoken-yaml
5   type: Opaque
6   data:
7     url: aHR0cHM6Ly9teS1zZWNyZXQtdXJsLWxvY2F0aW9uLnRvcHNlY3JldC5jb20K
8     token: c3VwZXJTZWNyZXRUb2tlbgo=
Let's investigate this file:
	Line 2: This specifies that you are creating a secret.
	Line 5: This specifies that you are creating an Opaque secret, meaning that from Kubernetes' perspective, values are unconstrained key-value pairs.
	Lines 7-8: These are the base64-encoded values of the secret.

You might notice that this YAML is very similar to the return you got in the previous section. This is because the object you use to create the secret in Kubernetes is stored with a bit more metadata on the Kubernetes API.


					Now you can create the secret in the same way as any other Kubernetes resource by using the create command:kubectl create -f myfirstsecret.yaml
This will return an output similar to Figure 10.6:
[image: Creating a Secret from a YAML file]
Figure 10.6: The secret was successfully created from a YAML file


					You can verify whether the secret was successfully created using this:kubectl get secrets
This will show you an output similar to Figure 10.7:
[image: Verifying the creation of your Secret using the kubectl get secrets command]
Figure 10.7: List of the created secrets


					You can double-check that the secrets are the same by using kubectl get -o yaml secrets myapiurltoken-yaml in the same way that was described in the previous section.

			

			This described a second way of creating secrets in Kubernetes. In the next section, you will learn the final way to create secrets, using literals in kubectl.

			Creating generic secrets using literals in kubectl

			The third method of creating secrets is by using the literal method, which means you pass the value in kubectl on the command line. As you have seen in the previous examples, a single secret in Kubernetes can contain multiple values. In the command to create a secret using the literal method, you use the syntax --from-literal=<key>=<value> to identify the different values in a secret:

			
					To create a secret using the literal method, run the following command:kubectl create secret generic myapiurltoken-literal \
  --from-literal=token='superSecretToken' \
  --from-literal=url=https://my-secret-url-location.topsecret.com
This will return an output similar to Figure 10.8:
[image: Creating a Secretusing a literal values]
Figure 10.8: The secret was successfully created using a literal value in kubectl


					You can verify that the secret was created by running the following command:kubectl get secrets
This will give us a similar output to Figure 10.9:


			

			
				
					[image: Verifying the creation of your Secret using the kubectl get secrets command]
				

			

			Figure 10.9: Verifying the secret created using the literal method

			Thus, you have created secrets using literal values in addition to the preceding two methods.

			In this section, you've created Kubernetes secrets using three methods. In the next section, you'll explore two methods of using those secrets in your pods and applications.

			Using your secrets

			Once secrets have been created, they need to be linked to the application. This means that Kubernetes needs to pass the value of the secret to the running pods in some way. Kubernetes offers two ways to link your secrets to your application:

			
					Using secrets as environment variables

					Mounting secrets as files

			

			Mounting secrets as files is the best way to consume secrets in your application. In this section, we will explain both methods, and also show why it's best to use the second method. Let's start by accessing secrets as environment variables.

			Secrets as environment variables

			You can use a secret in Kubernetes by referencing it as an environment variable. secrets can then be referenced in the pod definition under the containers and env sections. You will use the secrets that you previously created in a pod and learn how to use them in an application:

			
					You can configure a pod with environment variable secrets like the definition provided in pod-with-env-secrets.yaml:1   apiVersion: v1
2   kind: Pod
3   metadata:
4     name: secret-using-env
5   spec:
6     containers:
7     - name: nginx
8       image: nginx
9       env:
10        - name: SECRET_URL
11          valueFrom:
12            secretKeyRef:
13              name: myapi-url-token
14              key: secreturl.txt
15        - name: SECRET_TOKEN
16          valueFrom:
17            secretKeyRef:
18              name: myapi-url-token
19              key: secrettoken.txt
20    restartPolicy: Never
Let's inspect this file:
	Line 9: Here, you are setting the environment variables.
	Lines 11-14: Here, you refer to the secreturl.txt file in the myapi-url-token secret.
	Lines 16-19: Here, you refer to the secrettoken.txt file in the myapi-url-token secret.

When Kubernetes creates a pod on a node that needs to use a secret, it will store that secret on that host in tmpfs, a temporary file system that is not written to disk. When the last pod referencing that secret is no longer running on that node, the secret is deleted from the node's tmpfs. If a node is shut down or rebooted, tmpfs is always erased.


					Let's now create the pod and see whether you can access the secrets:kubectl create -f pod-with-env-secrets.yaml


					Check whether the environment variables are set correctly:kubectl exec -it secret-using-env -- sh
echo $SECRET_URL
echo $SECRET_TOKEN
This should show you a result similar to Figure 10.10:
[image: Accessing the Secret inside the pod]
Figure 10.10: You can get the secrets inside the pod


					You can now exit out of the shell to the container using the exit command.

			

			There are a couple of things to note in this example. First, note that when you access the environment variables, you get the actual value of the secret back, not the base64-encoded value. This is as expected, since the base64 encoding is only applied at the Kubernetes API level, not at the application level.

			The second thing to note is that you were able to access the secret by opening a shell into that running container and echoing the secret. It is important to apply the right level of RBAC to pods in Kubernetes, so that not every cluster user is able to run the exec command and open a shell.

			Also note that both the application, in the form of the container image, and the pod definition had no hardcoded secrets. The secrets were provided by the dynamic configuration in Kubernetes.

			The final thing to note is that any application can use the secret values by referencing the appropriate env variables. There is no way to limit which processes in a container can access which environment variables.

			An important thing to know about secrets that are used as environment variables is that the value of the environment variable will not be updated when the secret itself is updated. This might cause you to end up in a state where pods that are created after a secret is updated have a different environment variable value compared to the pods created before the secret was updated.

			In this section, you explored how to access secrets from within a running pod using environment variables. In the next section, you will explore how to achieve this using files.

			Secrets as files

			Let's take a look at how to mount the same secrets as files rather than environment variables: 

			
					You will use the following pod definition to demonstrate how this can be done. It is provided in the pod-with-vol-secrets.yaml file:1   apiVersion: v1
2   kind: Pod
3   metadata:
4     name: secret-using-volume
5   spec:
6     containers:
7     - name: nginx
8       image: nginx
9       volumeMounts:
10      - name: secretvolume
11        mountPath: "/etc/secrets"
12        readOnly: true
13    volumes:
14    - name: secretvolume
15      secret:
16        secretName: myapi-url-token
Let's have a closer look at this file:
	Lines 9-12: Here, you provide the mount details. You mount the secret in the /etc/secrets directory as read-only.
	Lines 13-16: Here, you refer to the secret. Please note that both values in the secret will be mounted in the container. You can optionally – although not shown here – specify which parts of a secret should be mounted in a volume.

Note that this is more succinct than the env definition, as you don't have to define a name for each secret. However, applications need to have special code to read the contents of the file in order to load it properly.


					Let's see whether the secrets made it through. Create the pod using the following command:kubectl create -f pod-with-vol-secret.yaml


					Echo the contents of the files in the mounted volume:kubectl exec -it secret-using-volume -- sh
cd /etc/secrets/
cat secreturl.txt
cat secrettoken.txt
As you can see in Figure 10.11, the secrets are present in the pod:
[image: Echoing the contents of the files containing the secrets in the mounted volume ]
Figure 10.11: The secrets are available as files in our pod


					You can now exit out of the shell to the container using the exit command.

			

			There are a couple of things to note here as well. First, note that the secrets again are available in plain text and not in base64.

			Second, since the secrets are mounted as a file, file system permissions apply to these secrets. This means that you can limit which processes can get access to the contents of these files.

			Finally, Secrets mounted as files will be dynamically updated as the secrets are updated.

			You have now learned two ways in which secrets can be passed to a running container. In the next section, it will be explained why it's best practice to use the file method.

			Why secrets as files is the best method

			Although it is a common practice to use secrets as environment variables, it is more secure to mount secrets as files. Kubernetes treats secrets as environment variables securely, but the container runtime doesn't treat them securely. To verify this, you can run the following commands to see the secret in plain text in the Docker runtime:

			
					Start by getting the node that the pod using environment variables from the earlier example is running on with the following command:kubectl describe pod secret-using-env | grep Node
This should show you the instance ID, as seen in Figure 10.12:
[image: Fetching the Instance ID of the node by describing the pod]
Figure 10.12: Getting the instance ID


					Next, get the Docker ID of the running pod:kubectl describe pod secret-using-env | grep 'Container ID'
This should give you the container ID:
[image: Fetching the Docker ID of the running pod]
Figure 10.13: Getting the Docker ID


					Finally, you will execute a command on the node running your container to show the secret that was passed as an environment variable. First, let's set a couple of variables you'll use later:INSTANCE=<provide instance number>
DOCKERID=<provide Docker ID>
VMSS=$(az vmss list --query '[].name' -o tsv)
RGNAME=$(az vmss list --query '[].resourceGroup' -o tsv)
Note
The previous command assumes you have a single AKS cluster with one node pool in your subscription. If this is not the case, please change the values of VMSS and RGNAME to the name of the value of the scale set and resource group running your cluster.


					Depending on your node version, you will run either of the following commands. For clusters running on Kubernetes version 1.18.x or earlier, run the following command:az vmss run-command invoke -g $RGNAME -n $VMSS --command-id \
RunShellScript --instance-id $INSTANCE --scripts \
"docker inspect -f '{{ .Config.Env }}' $DOCKERID" \
-o yaml | grep SECRET
This should return an output similar to Figure 10.14:


			

			
				
					[image: Output showing the decoded secret in the Docker runtime ]
				

			

			Figure 10.14: The Secrets are decoded in the Docker runtime

			For clusters running version 1.19 or later, run the following command:

			az vmss run-command invoke -g $RGNAME -n $VMSS --command-id \

			RunShellScript --instance-id $INSTANCE --scripts \

			"crictl inspect --output yaml $DOCKERID" \

			-o yaml | grep SECRET

			This will show you an output similar to Figure 10.15:

			
				
					[image: Output showing the decoded secret in the containerd runtime ]
				

			

			Figure 10.15: The secrets are decoded in the containerd runtime

			This shows you both secrets in plain text in the container runtime, whether Docker (AKS version before 1.19) or containerd (AKS versions 1.19 and above).

			As you can see, the secrets are decoded in the container runtime command. This means that most logging systems will log these sensitive secrets. Hence, it's advised to use secrets as files, since they are not passed in plain text except to the pod and the application. 

			Let's make sure to clean up the resources we created in this example:

			kubectl delete pod --all

			kubectl delete secret myapi-url-token \

			myapiurltoken-literal myapiurltoken-yaml

			Now that you have explored secrets in Kubernetes using the default secrets mechanism, let's go ahead and use a more secure option, namely Azure Key Vault.

			Installing the Azure Key Vault provider for Secrets Store CSI driver

			In the previous section, you explored secrets that were stored natively in Kubernetes. This means they were base64-encoded on the Kubernetes API server. You saw in the previous section that base64-encoded secrets are not secure at all. For highly secure environments, you will want to use a better secret store.

			Azure offers an industry-compliant key and secret storage solution called Azure Key Vault. It is a managed service that makes creating, storing, and retrieving keys and secrets easy, and offers auditing of access to your keys and secrets.

			The Kubernetes community maintains a project called the Kubernetes Secrets Store CSI driver (https://github.com/kubernetes-sigs/secrets-store-csi-driver). This project allows you to integrate external secret stores with volumes in Kubernetes through the CSI driver. The Container Storage Interface is a standardized way in Kubernetes to interface with storage systems. There are multiple implementations of the Secret Store CSI driver. At the time of writing, the current implementations are Hashicorp Vault, Google Cloud Platform, and Azure Key Vault.

			Microsoft maintains the Key Vault implementation of the Secret Store CSI driver, named Azure Key Vault provider for Secrets Store CSI driver. This implementation allows you as a user to access Key Vault secrets from within Kubernetes. It is also integrated with pod identities to restrict access to secrets. Optionally, this implementation can also sync Key Vault secrets with Kubernetes secrets so you can use them as an environment variable if needed.

			Note

			For brevity, we'll refer to Azure Key Vault provider for Secrets Store CSI driver as the CSI driver for Key Vault.

			At the time of writing, the CSI driver for Key Vault is only available as an open-source project that you can install on your cluster. It is worth noting that this solution might be introduced as a managed add-on to AKS in the future. For more up-to-date details, please refer to this issue on GitHub at https://github.com/Azure/AKS/issues/1876.

			To work with the CSI driver for Key Vault, there are two things you need to do. First, you need to set up the driver itself on your cluster. That is the goal of this section. Secondly, you'll need to create an object in Kubernetes called a SecretProviderClass for each secret from Key Vault you need to access. You will learn more about this in the next section. 

			In this section, you will set up the CSI driver for Key Vault. First, you will create a new user-assigned managed identity. After that, you'll create a new key vault and give the user-assigned managed identity permissions to that key vault. Finally, you'll set up the CSI driver for Key Vault on your cluster.

			Let's start by creating a new managed identity.

			Creating a managed identity

			The CSI driver for Key Vault supports different ways of getting data out of Key Vault. It is recommended that you use a managed identity to link your Kubernetes cluster to Key Vault. For this, you can use the AAD pod-managed identity add-on that you set up in the previous chapter. In this section, you'll create a new managed identity in Azure to later use with Key Vault:

			
					Let's create a new managed identity. You will use the Azure portal to do this. To start, look for managed identity in the Azure search bar, as shown in Figure 10.16:[image: Searching for Managed Identity in the Azure search bar]
Figure 10.16: Looking for managed identity in the Azure search bar


					In the resulting pane, click the + New button at the top. To organize the resources for this chapter together, it's recommended to create a new resource group. In the resulting pane, click the Create new button to create a new resource group. Call it csi-key-vault, as shown in Figure 10.17:[image: Creating a new resource group for creating a new managed identity]
Figure 10.17: Creating a new resource group


					Now, select the region you created your cluster in as the region for your managed identity and give it a name, csi-key-vault if you follow the example, as shown in Figure 10.18. To finish, click the Review + create button and in the final window, click the Create button to create your managed identity:[image: Providing Instance details for the managed identity]
Figure 10.18: Providing Instance details


					Once the managed identity has been created, hit the Go to resource button to go to the resource. Here, you will need to copy the resource ID that will be used later in the next step. You can find that in the Properties pane of the managed identity, as shown in Figure 10.19:[image: Fetching the resource ID from the Properties pane of the managed identity]
Figure 10.19: Getting the Resource ID of the managed identity


					Now you are ready to link the managed identity to your AKS cluster. To do this, you will run a command in cloud shell as you did in the previous chapter. Afterward, you will verify that the identity is available in your cluster. Let's start with linking the identity:az aks pod-identity add --resource-group rg-handsonaks \
  --cluster-name handsonaks --namespace default \
  --name csi-to-key-vault \
  --identity-resource-id <Managed identity resource ID>


					You can verify that your identity was successfully linked to your cluster by running the following command:kubectl get azureidentity
This should produce an output similar to Figure 10.20:


			

			
				
					[image: Verifying that your identity is successfully linked to your cluster]
				

			

			Figure 10.20: Verifying the availability of the identity in the cluster

			In this section, you created a new managed identity and linked that to your Kubernetes cluster using the AAD Pod-managed identity add-on. In the next section, you'll create a key vault and give the new identity you created access to the secrets. Finally, you'll create a secret in Key Vault that you try to access later from your cluster.

			Creating a key vault

			In the previous section, you set up the managed identity that the CSI driver for Key Vault will use. In this section, you'll create the key vault that will be used:

			
					To start the creation process, look for Key vaults in the Azure search bar:[image: Navigating to Key Vault services from the Azure portal]
Figure 10.21: Navigating to Key vaults through the Azure portal


					Click the + New button to start the creation process:[image: Creating a new key vault]
Figure 10.22: Click the Add button to start creating a key vault


					Provide the details to create the key vault. Create the key vault in the resource group you created in the previous step. The key vault's name has to be globally unique, so consider adding your initials to the name. It is recommended that you create the key vault in the same region as your cluster:[image: Providing Subscription and Instance details to create the key vault]
Figure 10.23: Providing the details to create the key vault


					After you have provided the details for your key vault, click the Next: Access policy > button to give the managed identity access to secrets. Click on the + Add Access Policy to give permission to your managed identity, as shown in Figure 10.24:[image: Adding a new access policy]
Figure 10.24: Adding an Access policy
In the resulting pane, select the Secret Management template, click on the None Selected button underneath Select principal, and in the resulting pane look for the csi-to-key-vault you created earlier. Finally, click on Select at the bottom of the screen and then on Add, as shown in Figure 10.25:
[image: Assigning the Secret Management template in the access policy to the csi-to-key-vault managed identity]
Figure 10.25: Assigning the Secret Management template to your managed identity


					Once you have provided permissions to this managed identity, hit the Review + create button to review and create your key vault. Hit the Create button to finish the creation process.

					It will take a couple of seconds to create your key vault. Once the vault is created, click on the Go to resource button, go to Secrets, and hit the Generate/Import button to create a new secret as shown in Figure 10.26:[image: Creating a new Secret within the key vault]
Figure 10.26: Creating a new secret


					In the secret creation wizard, provide the details about your secret. To make this demonstration easier to follow, use the name k8s-secret-demo. Give the secret a memorable value, such as secret-coming-from-key-vault. Click the Create button at the bottom of the screen to create the secret:

			

			
				
					[image: Configuring the Secret]
				

			

			Figure 10.27: Providing the details for your new secret

			Now that you have a secret in Key Vault, you can move ahead and install the actual CSI driver for Key Vault in your cluster.

			Installing the CSI driver for Key Vault

			In this section, you will set up the CSI driver for Key Vault in your cluster. This will allow you, in the next section, to retrieve secrets from Key Vault. The installation is a short process, as you will see here:

			
					The easiest way to install the CSI driver for Key Vault is to use Helm, as you've done before. Note that this feature may be available as an add-on after the release of this book. To do this, add the repo for the CSI driver for Key Vault:helm repo add csi-secrets-store-provider-azure \
  https://raw.githubusercontent.com/Azure/secrets-store-csi-driver-provider-azure/master/charts


					Once the repo has been added, you can install the actual CSI driver for Key Vault using the following command:helm install csi-secrets \
  csi-secrets-store-provider-azure/csi-secrets-store-provider-azure


					To verify that the installation succeeded, you can verify that the SecretProviderClass CRD has been added to your cluster via the following command:kubectl get crd
This should show you an output that contains the SecretProviderClass CRD as shown in Figure 10.28:


			

			
				
					[image: Verifying that the SecretProviderClass CRD has been added to your cluster]
				

			

			Figure 10.28: The SecretProviderClass CRD has been added to the cluster

			This concludes the setup of the CSI driver for Key Vault. In this section, you first created a managed identity, then created a key vault with a secret in it, and then finally set up the CSI driver for Key Vault on your cluster.

			You are now ready to use the CSI driver for Key Vault, which you'll do in the next section.

			Using the Azure Key Vault provider for Secrets Store CSI driver

			Now that the CSI driver for Key Vault has been set up on your cluster, you are ready to start using it. In this section, you'll run through two examples of using the CSI driver for Key Vault. First, you will use it to mount a secret as a file in Kubernetes. Afterward, you will also use it to sync Key Vault secrets to Kubernetes secrets and use them as an environment variable.

			Let's get started with the first example, how to mount Key Vault secrets as a file.

			Mounting a Key Vault secret as a file

			In this first example, you will create a new SecretProviderClass in your cluster. This object will allow you to link a secret in Key Vault to a pod in Kubernetes. After that, you'll create a pod that uses that SecretProviderClass and mounts the secrets in that pod. Let's get started:

			
					The SecretProviderClass requires you to know your Azure Active Directory tenant ID. To get this, run the following command:az account show --query tenantId
This will show you an output similar to Figure 10.29. Copy-paste this value and store it in a file you can refer to later:
[image: Fetching the tenant ID for creatingthe SecretProviderClass]
Figure 10.29: Getting your tenant ID
Next, you'll create the SecretProviderClass. An example has been provided in the code files for this chapter, in the secretproviderclass-file.yaml file: 
1   apiVersion: secrets-store.csi.x-k8s.io/v1alpha1
2   kind: SecretProviderClass
3   metadata:
4     name: key-vault-secret-file
5   spec:
6     provider: azure
7     parameters:
8       usePodIdentity: "true"
9       keyvaultName: "<key vault name>"
10      objects:  |
11        array:
12          - |
13            objectName: k8s-secret-demo
14            objectType: secret        
15      tenantId: "<your tenant ID>"
Let's investigate this file:
	Line 2: Here, you define you are creating a SecretProviderClass.
	Line 6: Here, you create an Azure secret. As mentioned in the introduction, the secret-store project supports multiple implementations.
	Line 8: You configure this secret to use pod identities for authentication. You will link a pod identity to your pod later on.
	Line 9: The name of the key vault.
	Line 10-14: Here, you refer to the secrets that need to be accessed. In this example, you're only accessing a single secret, but you could access multiple secrets in a single SecretProviderClass.
	Line 15: The AAD tenant ID of your AAD tenant.

Make sure to edit this with the values for your environment.


					You can create this SecretProviderClass using the following command:kubectl create -f secretproviderclass-file.yaml


					Once the SecretProviderClass has been created, you can go ahead and create a pod that references that SecretProviderClass. An example has been provided in the pod-keyvault-file.yaml file:1   kind: Pod
2   apiVersion: v1
3   metadata:
4     name: csi-demo-file
5     labels:
6       aadpodidbinding: "csi-to-key-vault"
7   spec:
8     containers:
9       - name: nginx
10        image: nginx
11        volumeMounts:
12        - name: keyvault
13          mountPath: "/mnt/secrets-store"
14          readOnly: true
15    volumes:
16      - name: keyvault
17        csi:
18          driver: secrets-store.csi.k8s.io
19          readOnly: true
20          volumeAttributes:
21            secretProviderClass: "key-vault-secret-file"
Let's have a look at the key parts of this file:
	Line 5-6: This is where you link this pod to the managed identity you created earlier.
	Line 11-14: Here, you define where you want to mount the secrets.
	Line 15-21: Here, you define the actual Volume and the link to Key Vault. On line 21, you refer to the SecretProviderClass you created earlier.



					You can create this pod using the following command:kubectl create -f pod-keyvault-file.yaml


					Monitor the Pod's creation using the following command:kubectl get pods -w
This should return an output similar to Figure 10.30:
[image: Verifying that the status of thecsi-demo-file pod changes to Running]
Figure 10.30: Status of the csi-demo-file pod changes to Running 


					Once the pod is created and running, you can open a shell in the pod using the kubectl exec command and verify that the secret is present:kubectl exec -it csi-demo-file -- sh
cd /mnt/secrets-store
cat k8s-secret-demo
This should output the secret you created in Key Vault, as seen in Figure 10.31:
[image: Verifying that the Secret is mounted in the Pod]
Figure 10.31: The secret you configured in Key Vault is mounted in the pod as a file
And as expected, you are able to get the secret you configured in Key Vault to show up in Kubernetes.


					You can now exit out of the shell to the container using the exit command.

			

			As you can see, you successfully used the CSI driver for Key Vault to get a secret from Key Vault to show up as a file in a pod. 

			It is also possible to sync secrets in Key Vault to secrets in Kubernetes and then use them as an environment variable in running pods. That's what you'll explore in the next and final section of this chapter.

			Using a Key Vault secret as an environment variable

			In the previous section, you saw how to access Key Vault secrets as a file in a pod. As you learned earlier in this chapter, it is recommended that you use Kubernetes secrets as a file.

			However, there are situations where you cannot modify an application to use secrets as a file and you need to use them as environment variables. This can be done using the CSI driver for Key Vault, and you will configure the driver that way in this section. Please note that in order for the CSI driver to sync secrets in Key Vault to Secrets in Kubernetes, you need to mount the secret as a Volume in Kubernetes; you cannot only rely on the secret syncing. 

			Let's configure all of this:

			
					First, you'll create the SecretProviderClass. An example has been provided in the code files for this chapter, in the secretproviderclass-env.yaml file: 1   apiVersion: secrets-store.csi.x-k8s.io/v1alpha1
2   kind: SecretProviderClass
3   metadata:
4     name: key-vault-secret-env
5   spec:
6     provider: azure
7     parameters:
8       usePodIdentity: "true"
9       keyvaultName: "<key vault name>"
10      objects:  |
11        array:
12          - |
13            objectName: k8s-secret-demo
14            objectType: secret
15      tenantId: "<tenant ID>"
16    secretObjects:
17    - secretName: key-vault-secret
18      type: Opaque
19      data:
20      - objectName: k8s-secret-demo
21        key: secret-content 
Let's investigate what's different in this file versus the previous one you created:
	Line 16-21: This is where you link the Key Vault secret to a Kubernetes secret. The names used here are important since they provide critical information about the different objects:
	Line 17 secretName: This refers to the name of the secret in Kubernetes that will be created.
	Line 20 objectName: This refers to the objectName on line 13, which is the name of the secret in Key Vault.
	Line 21 key: This is the name of the key in the secret in Kubernetes. As was explained earlier in this chapter, a single secret in Kubernetes can contain multiple keys.

The remaining sections of this file are similar to the earlier SecretProviderClass you created.


					You can create this SecretProviderClass using the following command:kubectl create -f secretproviderclass-env.yaml


					Once the SecretProviderClass has been created, you can go ahead and create a pod that references that SecretProviderClass. You cannot rely solely on the syncing of the secrets, the SecretProviderClass has to be mounted in order for the CSI driver to sync the secrets. An example has been provided in the pod-keyvault-env.yaml file:1   apiVersion: v1
2   kind: Pod
3   metadata:
4     name: csi-demo-env
5     labels:
6       aadpodidbinding: "csi-to-key-vault"
7   spec:
8     containers:
9     - name: nginx
10      image: nginx
11      env:
12        - name: KEYVAULT_SECRET
13          valueFrom:
14            secretKeyRef:
15              name: key-vault-secret
16              key: secret-content
17      volumeMounts:
18        - name: keyvault
19          mountPath: "/mnt/secrets-store"
20          readOnly: true
21    volumes:
22      - name: keyvault
23        csi:
24          driver: secrets-store.csi.k8s.io
25          readOnly: true
26          volumeAttributes:
27            secretProviderClass: "key-vault-secret-env" 
The difference between this pod and the previous one you created is on lines 11 to 16. This should seem familiar, as this is the typical way to use a secret as an environment variable.


					You can create this pod using the following command:kubectl create -f pod-keyvault-env.yaml


					Monitor the Pod's creation using the following command:kubectl get pods -w
This should return an output similar to Figure 10.32:
[image: Monitoring the creation of the csi-demo-env Pod]
Figure 10.32: Waiting for the csi-demo-env pod to run


					Once the pod is created and running, you can open a shell in the pod using the kubectl exec command and verify that the secret is present:kubectl exec -it csi-demo-env -- sh
echo $KEYVAULT_SECRET
This should output the secret you created in Key Vault, as seen in Figure 10.33:
[image: The Secret you configured in Key Vaultis used as an environment variable]
Figure 10.33: The secret you configured in Key Vault is used as an environment variable


					You can now exit out of the shell to the container using the exit command.

					Finally, you can also verify that the secret was created in Kubernetes by running the following command:kubectl get secret
This should show you an output similar to Figure 10.34:
[image: The synced secret is available using the kubectl get secret command]
Figure 10.34: The key-vault-secret secret in Kubernetes is synced with the Key Vault secret


					This secret will disappear once no more pods that mount the secret are present. You can verify this with the following commands:kubectl delete -f pod-keyvault-env.yaml
kubectl get secret
This should show you an output similar to Figure 10.35:


			

			
				
					[image: Deleting the pod will automatically delete the Secret as well]
				

			

			Figure 10.35: Deleting the pod automatically deletes the secret as well

			This shows you that although you have a SecretProviderClass that tries to sync a Key Vault secret to a Kubernetes secret, that syncing only happens once a pod references that SecretProviderClass and mounts the secret.

			In this section, you've been able to sync a secret in Key Vault to a secret in Kubernetes. You were able to access that secret's value in a pod using environment variables.

			This also concludes this chapter on secrets in Kubernetes. Let's make sure to clean up all the objects that we created:

			kubectl delete -f .

			helm delete csi-secrets

			az aks pod-identity delete --resource-group rg-handsonaks \

			  --cluster-name handsonaks --namespace default \

			  --name csi-to-key-vault 

			az group delete -n csi-key-vault --yes

			Once the resources are deleted, you are ready to move on to the next chapter about network security in AKS.

			Summary

			In this chapter, you learned about secrets in Kubernetes. You worked with both the default secret mechanism in Kubernetes as well as with the Azure Key Vault provider for Secrets Store CSI driver.

			This chapter started by explaining different secret types in Kubernetes. After that, you used different mechanisms in Kubernetes to create secrets. You then used two methods of accessing those secrets, using them as files or as environment variables.

			After that, you created a managed identity and a key vault to experiment with the CSI driver for Key Vault. You installed that on your cluster and used two mechanisms to access secrets in Key Vault: either using files or using environment variables.

			In the next chapter, you'll learn more about network security in AKS.

		

	
		
			
			

		

		
			11. Network security in AKS

		

		
			Securing a network is a critical activity in the protection of an application. The goal of a secure network is, on the one hand, to allow your users to connect to your applications and use all the functionalities you offer. On the other hand, you also need to protect your network from attackers. This means making sure that they cannot get access to critical parts of your network, and that even if they were to gain access, this would be limited.

			When it comes to network security in AKS, there are two different layers to secure the network. The first is the control plane. The control plane refers to the managed Kubernetes master servers that host the Kubernetes API. By default, the control plane is exposed to the internet. You can secure the control plane either by limiting which public IP addresses can access it using a feature called Authorized IP ranges, or by deploying a private cluster, which means only the machines connected to your virtual network can access the control plane.

			The second network layer to secure is the workload running on your cluster. There are multiple ways to secure the workload. The first way is by using Azure networking functionalities, such as the Azure Firewall or Network Security Groups (NSGs). The second way to protect the workload is by using a Kubernetes functionality called network policies.

			In this chapter, you will explore the different ways to secure the network of an AKS cluster. Specifically, this chapter contains the following sections:

			
					Networking and network security in AKS

					Control plane network security

					Workload network security

			

			Since most networking configurations of an AKS cluster are only configurable during cluster creation, you will create and destroy multiple clusters throughout this chapter.

			Let's start this chapter by exploring the concepts of networking and network security in AKS.

			Networking and network security in AKS

			This section serves as an introduction to the concepts of networking and security in AKS. You'll first cover the control plane, then workload networking, and then network security.

			Control plane networking

			The control plane of a Kubernetes cluster is the infrastructure that hosts the Kubernetes API server for your cluster, manages the scheduler, and stores the cluster state. When you interact with a Kubernetes cluster, for instance, by using kubectl, you are sending commands to the Kubernetes API server. In AKS, this control plane is managed by Microsoft and provided to you as a service.

			By default, the control plane is exposed over the internet and is accessible to everybody that is connected to the internet. This doesn't mean that the control plane is not secure though. Even if an attacker had network access to your control plane, they would still need to have cluster credentials to execute commands against the control plane.

			Frequently, though, organizations still want to limit network access to the control plane of their AKS clusters. There are two functionalities in AKS that enable you to limit network access to the control plane of a cluster.

			The first functionality is called authorized IP address ranges. By configuring authorized IP address ranges on your AKS, you configure which IP addresses are allowed to access your API server. This means that IP addresses that are not allowed to access your API server cannot interact with your API server. This is explained in Figure 11.1:

			 

			
				
					[image: Configuring authorized IP ranges defines the IP addresses that are allowed to access your API server]
				

			

			Figure 11.1: Authorized IP ranges explained

			Another way to limit network access to your control plane is by using a feature called private clusters. By configuring private clusters, you do not give your control plane a publicly reachable address. The cluster is only reachable from a private network. To connect to the control plane, you would need to use a machine that is connected to an Azure Virtual Network (VNet). This machine would communicate to the control plane using an Azure functionality called Azure Private Link.

			Private Link is an Azure feature that allows you to connect to managed services using a private IP address in your VNet. When using Private Link, a Private Link endpoint is created in your VNet. To connect to this Private Link endpoint, you would have to connect from either a VM hosted in the same VNet, in a peered VNet, or through a VPN or Azure ExpressRoute that is connected to that VNet. In Figure 11.2, you see an example of how this works using a VM hosted in the same VNet. You can see that the node pools (1) that host your workloads as well as VMs (2) connected to the same VNet can connect to the control plane, but a user connecting over the internet (3) cannot:

			
				
					[image: Private Link allows you to connect to managed services using a private IP address in your virtual network]
				

			

			Figure 11.2: Private clusters explained

			It is important to understand that both authorized IP address ranges and private clusters only provide network security to the Kubernetes control plane; they do not influence the workload network. Workload networking will be covered in the next section.

			Workload networking

			Your workloads in AKS are deployed on a cluster that is deployed in a VNet. There are many ways to configure and secure networking in a VNet. In this section, we will introduce several important configuration options for network security of the workload deployed in a VNet. This is, however, only an introduction to these concepts. Before deploying a production cluster, please refer to the AKS documentation for a more in-depth review of the different configuration options: https://docs.microsoft.com/azure/aks/concepts-network.

			You'll first need to choose the networking model with which you'll deploy your cluster. This configuration has a limited impact on security, but it is important to understand from a networking perspective. There are two options:

			
					Kubenet networking (default): By using kubenet networking, cluster nodes get an IP address from a subnet in a VNet. The pods running on those nodes get an IP address from an overlay network, which uses a different address space from the nodes. Pod-to-pod networking is enabled by Network Address Translation (NAT). The benefit of kubenet is that only nodes consume an IP address from the cluster subnet.

					Azure Container Network Interface (CNI) networking (advanced): With Azure CNI, the pods and the nodes all get an IP address from the subnet that the cluster is created in. This has the benefit that pods can be accessed directly by resources outside the cluster. It has the disadvantage that you need to execute careful IP address planning, since each pod requires an IP address in the cluster subnet.

			

			In both networking models, you can create the cluster in an existing VNet or have AKS create a new VNet on your behalf.

			The second network security configuration to consider is the routing of inbound and outbound traffic through an external firewall. This could either be an Azure Firewall or a third-party network virtual appliance (NVA). By routing traffic through an external firewall, you can apply centralized security rules, do traffic inspection, and log traffic access patterns. To configure this, you would configure a user-defined route (UDR) on the cluster subnet, to route traffic from your cluster through the external firewall. If you wish to explore this further, please refer to the documentation: https://docs.microsoft.com/azure/aks/limit-egress-traffic.

			Another network security option is the use of NSGs in Azure to limit inbound and outbound traffic. By default, when you create a service of the LoadBalancer type in AKS, AKS will also configure an NSG to allow traffic from everywhere to that service. You can tune the configuration of this NSG in AKS, to limit which IPs can access those services.

			Finally, you can limit traffic in your cluster by using a Kubernetes feature called network policies. A network policy is a Kubernetes object that allows you to configure which traffic is allowed on certain pods. With network policies, you can secure pod-to-pod traffic, external to pod traffic, and pod to external traffic. It is recommended that you use network policies mainly for pod-to-pod traffic (also called east-west traffic), and to use an external firewall or NSGs for external-to-pod or pod-to-external traffic (also called north-south traffic).

			AKS supports two options in terms of configuring network policies on your cluster. You can either use Azure network policies or Calico network policies. Azure network policies are developed, maintained, and supported by Microsoft, whereas Calico network policies are developed as an open-source project, with optional commercial support by a company called Tigera (http://tigera.io/).

			In the section on workload network security, you will configure network security groups and network policies on your cluster. Configuring an external firewall is beyond the scope of this book; please refer to the documentation mentioned earlier to learn more about this setup.

			Control plane network security

			In this section, you will explore two ways in which to protect the control plane of your AKS cluster: Authorized IP ranges and private clusters. You'll start by updating your existing cluster to use authorized IP ranges.

			Securing the control plane using authorized IP ranges

			Configuring authorized IP ranges on AKS will limit which public IP addresses can access the control plane of your AKS cluster. In this section, you will configure authorized IP ranges on your existing cluster. You will limit traffic to a random public IP address to verify that traffic blocking works. You will then configure the IP address from the Azure Cloud Shell to be authorized and will see how that then allows traffic.

			
					To start, browse to the Azure portal and open the pane for your AKS cluster. Select Networking in the left-hand navigation. Then, select the checkbox next to Set authorized IP ranges, and fill in the IP address, 10.0.0.0, in the box below, as shown in Figure 11.3. You are not using this IP; this configuration is only to verify that you will no longer be able to connect to your Kubernetes control plane if your IP address is not authorized. Finally, hit the Save button at the top of the screen.[image: Configuring an authorized IP from the Networking pane for your AKS cluster]
Figure 11.3: Configuring an authorized IP


					Now, open the Azure Cloud Shell. In the Cloud Shell, execute the following command:Watch kubectl get nodes
Initially, this might still return the list of nodes as shown in Figure 11.4. This is because it takes a couple of minutes for the authorized IP ranges to become configured on AKS.
[image: Output from watch kubectl get nodes initially still showing the list of nodes]
Figure 11.4: The command might initially still show the list of nodes
After a couple of minutes, however, the output of this command should return an error, as shown in Figure 11.5. This is as expected, since you limited the access to the control plane.
[image: Error showing that you can no longer connect to the control plane through an unauthorized IP]
Figure 11.5: An error showing that you can no longer connect to the control plane


					You can stop the watch command by pressing Ctrl + C. You will now get the IP address used by your current Cloud Shell session, and will then configure this as an authorized IP. To get the IP address used by your current Cloud Shell session, you can connect to icanhazip.com, which is a simple website that will return your public IP. To do this, execute the following command:curl icanhazip.com
This will return an output similar to Figure 11.6:
[image: Getting the IP address used by Cloud Shell]
Figure 11.6: Getting the IP address used by Cloud Shell


					You can now configure this IP address as an authorized IP address in AKS. You can do this in the Networking section of the AKS pane as you did in step 1. This is shown in Figure 11.7. Make sure to click the Save button at the top of the screen.[image: Configuring the IP address used by Cloud Shell as an authorized IPthrough the Networking section of the AKS pane]
Figure 11.7: Configuring the IP address of Cloud Shell as an authorized IP in AKS


					Now, execute the same command as before to get the list of nodes in your AKS cluster.watch kubectl get nodes
Initially, this might still return the error you saw earlier, as shown in Figure 11.8. This is because it takes a couple of minutes for the authorized IP ranges to become configured on AKS.


			

			
				
					[image: Fetching the list of nodes gives you an error initially as the authorized IP is being configured]
				

			

			Figure 11.8: The command initially still gives an error

			After a couple of minutes, however, the output of this command should return a list of nodes, as shown in Figure 11.9. This shows you that you successfully configured authorized IP ranges.

			
				
					[image: You can now connect to the API server through the authorized IP]
				

			

			Figure 11.9: By configuring an authorized IP, you can now connect to the API server

			By configuring authorized IP ranges, you were able to confirm that when the IP address of Cloud Shell was not allowed access to the Kubernetes control plane, the connection is timed out. By configuring the IP address of Cloud Shell as an authorized IP, you were able to connect to the control plane.

			In a typical production scenario, you wouldn't configure IP addresses from Cloud Shell as the authorized IP on an AKS cluster, but you would rather configure well-known IP addresses or ranges of either of your Kubernetes administrators, your datacenter, or known IPs of tools you use. The Cloud Shell was used here just as an example to show functionality.

			There is a second way to secure the control plane, that is, by deploying a private cluster. You will do this in the next section.

			Securing the control plane using a private cluster

			By configuring authorized IP ranges in AKS, you were able to limit which public IP addresses can access your cluster. You can also completely limit any public traffic to your cluster by deploying a private cluster. A private cluster is only reachable through a private connection, established using Azure Private Link.

			Let's start by configuring a private cluster and trying to access it:

			
					The private cluster feature can only be enabled at cluster creation time. This means that you will have to create a new cluster. To do this on the free trial subscription, you will have to delete the existing cluster. You can do this using the following command on Cloud Shell:az aks delete -n handsonaks -g rg-handsonaks -y
This command will take a couple of minutes to complete. Please wait for it to successfully delete your previous cluster.


					You are now ready to create a new cluster. Because you will, in later steps, also create a new VM to access the cluster (as shown in Figure 11.2), you will create a new VNet instead of letting AKS create the VNet for you. To create the VNet, use the following command:az network vnet create -o table \
    --resource-group rg-handsonaks \
    --name vnet-handsonaks \
    --address-prefixes 192.168.0.0/16 \
    --subnet-name akssubnet \
    --subnet-prefix 192.168.0.0/24


					You will require the ID of the subnet that was created in the VNet. To get that ID, use the following command:VNET_SUBNET_ID='az network vnet subnet show \
  --resource-group rg-handsonaks \
  --vnet-name vnet-handsonaks \
  --name akssubnet --query id -o tsv'


					You will also need a managed identity that has permission to create resources in the subnet you just created. To create the managed identity and give it access to your subnet, use the following commands:az identity create --name handsonaks-mi \
  --resource-group rg-handsonaks
IDENTITY_CLIENTID='az identity show --name handsonaks-mi \
  --resource-group rg-handsonaks \
  --query clientId -o tsv'
az role assignment create --assignee $IDENTITY_CLIENTID \
  --scope $VNET_SUBNET_ID --role Contributor
IDENTITY_ID='az identity show --name handsonaks-mi \
  --resource-group rg-handsonaks \
  --query id -o tsv' 
The preceding code will first create the managed identity. Afterward, it gets the client ID of the managed identity and grants that access to the subnet. In the final command, it is getting the resource ID of the managed identity.


					Finally, you can go ahead and create the private AKS cluster using the following command. As you might notice, you are creating a smaller cluster using only one node. This is to conserve the core quota under the free trial subscription:az aks create \
  --resource-group rg-handsonaks \
  --name handsonaks \
  --vnet-subnet-id $VNET_SUBNET_ID \
  --enable-managed-identity \
  --assign-identity $IDENTITY_ID \
  --enable-private-cluster \
  --node-count 1 \
  --node-vm-size Standard_DS2_v2 \
  --generate-ssh-keys
The command creates a new AKS cluster with a number of special configurations that haven't been covered previously in the book. The first new configuration is --vnet-subnet-id. This allows you to create an AKS cluster in an existing subnet in an existing VNet. The --enable-managed-identity parameter enables the cluster to use a managed identity, and the --assign-identity parameter configures which managed identity to use. The final new configuration option you see here is --enable-private-cluster, which will create a private cluster with a private endpoint.


					The preceding command will take a couple of minutes to complete. Once it's complete, you can try to access your cluster using the Azure Cloud Shell. This will fail, however, because the Azure Cloud Shell isn't deployed in your VNet. Let's explore this. First, get the cluster credentials:az aks get-credentials -n handsonaks -g rg-handsonaks
This will ask you whether it may overwrite the existing kubeconfig files twice. Confirm this by pressing the y key, as shown in Figure 11.10:
[image: Fetching the cluster credentials using the az aks get-credentials command]
Figure 11.10: Getting cluster credentials
Now, try to get the nodes in the cluster with the following command:
kubectl get nodes
This will return an error, as shown in Figure 11.11. This error is as expected, since you have no private connection from Cloud Shell to the Private Link endpoint.
[image: Error showing you cannot access the control plane from Cloud Shell anymore]
Figure 11.11: Error showing that you can no longer access the control plane from the Cloud Shell 
Note
In the previous command, you noticed that your Cloud Shell couldn't reach the Kubernetes API server. It is possible to connect Azure Cloud Shell to a VNet in Azure and connect to your Kubernetes API server that way. You will not do so in the next steps of this example, but if you are interested in this approach, please refer to the documentation: https://docs.microsoft.com/azure/cloud-shell/private-vnet.


					As mentioned in the introduction, when you create a private AKS cluster, AKS will use a service called Private Link to connect the control plane to your VNet. You can actually see this endpoint in your subscription in the Azure portal. To see the private endpoint, look for Private Link in the Azure search bar, as shown in Figure 11.12:[image: Navigating to the Private Link center through the Azure portal]
Figure 11.12: Searching for Private Link in the Azure search bar
In the resulting pane, click on Private endpoints to see your current Private Link endpoints. You should see a private endpoint by the name of kube-apiserver here, as shown in Figure 11.13. Here you see the link to the cluster and to the subnet where the private endpoint is created.
[image: The private endpoint in your subscription]
Figure 11.13: The private endpoints in your subscription
Private Link makes use of an Azure DNS private zone to link the DNS name of the cluster to the private IP of the private endpoint. To see the Azure DNS private zone, look for Private DNS zones via the Azure search bar, as shown in Figure 11.14:
[image: Navigating to Private DNS zones through the Azure search bar]
Figure 11.14: Navigating to Private DNS zones through the Azure portal
In the resulting pane, you should see one private DNS zone. If you click on that zone, you will see more details from the DNS zone, as shown in Figure 11.15. You see here that a DNS record got created for your cluster DNS name, pointing to a private IP address in your VNet.
[image: Showing the DNS record in the Azure private DNS zone]
Figure 11.15: The DNS record in the Azure DNS private zone that got created by AKS


					To establish a private connection to the control plane, you will now create a new VM and use it to connect to the control plane. For organization purposes, you'll create this VM in a new resource group. This will make it easier to delete the VM later. Use the following commands to create a new subnet in your VNet and to create a VM in that subnet:az network vnet subnet create \
  --resource-group rg-handsonaks \
  --vnet-name vnet-handsonaks \
  --name vmsubnet \
  --address-prefix 192.168.1.0/24
VM_SUBNET_ID='az network vnet subnet show \
  --resource-group rg-handsonaks \
  --vnet-name vnet-handsonaks \
  --name vmsubnet --query id -o tsv'
az group create -l <your Azure location> \
  --name rg-handsonaks-vm
az vm create --name vm-handsonaks \
  --resource-group rg-handsonaks-vm \
  --image UbuntuLTS \
  --admin-username azureuser \
  --ssh-key-values ~/.ssh/id_rsa.pub \
  --subnet $VM_SUBNET_ID \
  --size Standard_D2_v2
It will take about a minute for the VM to be created. Once it is created, you should get an output similar to Figure 11.16. Copy the public IP address in your output:
[image: Creating a new VM and fetching its public IP address]
Figure 11.16: Creating a new VM and getting its public IP address


					Now that the VM is created, you will move your Kubernetes config file containing the cluster credentials to that VM. This avoids you having to install the Azure CLI on the target machine to get the Kubernetes credentials. Make sure to replace <public IP> with the outcome from the previous step.scp ~/.kube/config azureuser@<public IP>:~
You will be prompted if you trust this host. Confirm this by typing yes. This will create an output similar to Figure 11.17:
[image: Copying the Kubernetes config file to the VM]
Figure 11.17: Copying the Kubernetes credentials to the target machine


					You can now access the remote machine using the following command:ssh azureuser@<public IP>


					Now that you're connected to the remote machine, you'll need to use kubectl. Download it, make it executable, and move it into the binaries folder using the following command:curl -LO https://dl.k8s.io/release/v1.20.0/bin/linux/amd64/kubectl
chmod +x kubectl 
sudo mv ./kubectl /usr/local/bin/kubectl


					To have kubectl recognize the config file you uploaded, you have to move it into the kube directory. You can do so using the following command:mkdir .kube
mv config .kube/config


					Now that you have this VM configured to connect to your cluster, you can verify that you can connect to this cluster by applying the following command:kubectl get nodes
This should generate an output similar to Figure 11.18:
[image: Verifying the connection to the cluster using the kubectl get nodes command]
Figure 11.18: Accessing the private AKS cluster from a VM in the same VNet


					You can also verify the DNS record that your VM is using to connect to the cluster. To do this, first get the fully qualified domain name (FQDN) cluster (refer to the highlighted section in Figure 11.19 to see which output is the FQDN) and then use the nslookup command to get the DNS record. You can use the following commands to do this:kubectl cluster-info
nslookup <cluster FQDN>
This should produce an output similar to Figure 11.19:


			

			
				
					[image: Fetching the cluster’s FQDN and looking up its IP address using nslookup ]
				

			

			Figure 11.19: Getting the cluster's FQDN and looking up its IP address using nslookup

			As you can see in Figure 11.19, the address that you are getting back from the nslookup command is a private IP address. This means that only machines connected to that VNet will be able to connect to the Kubernetes control plane.

			You have now successfully created an AKS private cluster and verified that only machines connected to the AKS VNet can connect to the control plane. You couldn't connect to the control plane from within the Azure Cloud Shell, but you could connect to it from a VM in the same VNet. Since you now have a private cluster deployed, don't delete the VM you are using just yet. You will use it in the next example. You will delete this private cluster and the VM in the final example in this chapter.

			This also concludes this section on control plane security. You have learned about authorized IP ranges and private clusters. In the next section, you'll learn more about how you can secure your workload.

			Workload network security

			You have now learned about how to protect the network of your control plane of your AKS cluster. This, however, hasn't influenced the network security of your workloads. In this section, you will explore three ways in which you can protect your workloads. First, you will create a Kubernetes service using an Azure internal load balancer. Then, you'll secure traffic to a service in Kubernetes using NSGs. Finally, you will use network policies to secure pod-to-pod traffic.

			Securing the workload network using an internal load balancer

			Kubernetes has multiple types of services, as you learned in Chapter 3, Application Deployment on AKS. You have used the service type load balancer multiple times before to have AKS create an Azure load balancer. These have always been public load balancers. You can also configure AKS in such a way that it will create an internal load balancer. This is useful in cases where you are creating a service that only needs to be accessible from within a VNet or networks connected to that VNet.

			You will create such a service in this section:

			
					If you are no longer connected to the VM you created in the previous example, reconnect to it. You can get the VM's public IP address using the following command:az vm show -n vm-handsonaks \
  -g rg-handsonaks-vm -d --query publicIps
And you can connect to the VM using the following command:
ssh azureuser@<public IP>


					Once connected to this VM, you will need to retrieve the git repository linked with this book. You can get this using the following command:git clone https://github.com/PacktPublishing/Hands-on-Kubernetes-on-Azure-Third-Edition
Once the repository is cloned, navigate into the samples for this chapter using the following command:
cd Hands-On-Kubernetes-on-Azure-Third-Edition/Chapter11


					As the example application in this section, you will use the guestbook application you've already used in the first half of this book. However, the all-in-one YAML file you used before has been broken up into two files: guestbook-without-service.yaml and front-end-service-internal.yaml. The reason for this is to make it easier for you to explore the service-specific configuration. The front-end-service-internal.yaml file contains the configuration to create a Kubernetes service using an Azure internal load balancer. The following code is part of that example:
1   apiVersion: v1
2   kind: Service
3   metadata:
4     name: frontend
5     annotations:
6       service.beta.kubernetes.io/azure-load-balancer-internal: "true"
7     labels:
8       app: guestbook
9       tier: frontend
10  spec:
11    type: LoadBalancer
12    ports:
13    - port: 80
14    selector:
15      app: guestbook
16      tier: frontend
You are using annotations in the YAML code to instruct AKS to create an Azure internal load balancer. You can see on lines 5-6 of the preceding code example that you are setting the service.beta.kubernetes.io/azure-load-balancer-internal annotation to true.
You can create the guestbook application and the service using the internal load balancer by applying the following commands:
kubectl create -f guestbook-without-service.yaml
kubectl create -f front-end-service-internal.yaml
You can then get the service and wait for it to get an external IP using the following command:
kubectl get service -w
This will return an output similar to Figure 11.20:
[image: Getting the external IP of the frontend service, which is a private IP]
Figure 11.20: Getting the service's external IP


					As you can see, the service has a private IP as an external IP. You can only access this IP from the VNet that the cluster is deployed into, or from other networks connected to that VNet.Note
You may ask yourself the question: "Each service gets a cluster IP as well, which is a private IP. Why can't that be used instead of the internal load balancer?" The answer to that question is that a cluster IP is only reachable from within the cluster, not from outside the cluster. You can, however, create services of the NodePort type to make a service exposed to calls from outside the cluster. This would expose the service on the IP of the node, on a certain port. The downside of NodePort services is that they expose the service on the same port on each node, so you can't expose two services on the same port in your cluster. The internal private load balancer does have the ability to expose the same port on multiple services for the same cluster.
You can try accessing the service using the following command:
curl <external IP>
This will return a result similar to Figure 11.21:
[image: Accessing the frontend service using the curl command]
Figure 11.21: Accessing the service exposed through the internal load balancer


					AKS created an internal load balancer to expose this service. You can see this load balancer in the Azure portal as well. To see this internal load balancer, start by searching for load balancer in the Azure search bar, as shown in Figure 11.22:[image: Searching for load balancer in the Azure search bar]
Figure 11.22: Navigating to Load balancers through the Azure portal


					In the resulting pane, you should see two load balancers, as shown in Figure 11.23:[image: Output showing two load balancers, one called kubernetes the other called Kubernetes-internal]
Figure 11.23: List of load balancers in the default directory


					Click on the kubernetes-internal load balancer. This will take you to a pane similar to Figure 11.24:[image: Overview of the kubernetes-internal load balancer. The private IP address is the same address used earlier to connect to the frontend service]
Figure 11.24: Details of the internal load balancer
Here, you can see the details of this internal load balancer. As you can see in the highlight in the screenshot, the same IP that you saw as the output of the kubectl command is configured on the load balancer.


					This concludes the example of using an internal load balancer. You can now delete the service using the internal load balancer by applying the following command:kubectl delete -f front-end-service-internal.yaml
kubectl delete -f guestbook-without-service.yaml
This will delete the guestbook application and the service. When deleting the service, both the service in Kubernetes, as well as the internal load balancer in Azure, will be deleted. This is because once there are no more services in your cluster requiring an internal load balancer, AKS will delete that internal load balancer.


			

			In this section, you deployed a Kubernetes service using an internal load balancer. This gives you the ability to create services that are not exposed to the internet. There are, however, cases where you need to expose a service to the internet, but need to ensure that only trusted parties can connect to it. In the next section, you'll learn how you can create a service in AKS that uses a network security group to limit inbound traffic.

			Securing the workload network using network security groups

			Up to this point in the book, you have exposed multiple services in Kubernetes. You've exposed them both using the service object in Kubernetes, as well as using an ingress. However, you never restricted access to your application, except in the previous section, by deploying an internal load balancer. This means that the application was always publicly accessible. In the following example, you will create a service on your Kubernetes cluster that will have a public IP, but you will restrict access to it using an NSG that is configured by AKS.

			
					As the example application in this section, you will again use the guestbook application. As in the previous section, the front-end service configuration has been moved to a separate file. For this example, you'll start by using the front-end-service.yaml file to create the service, and later update that using the front-end-service-secured.yaml file.Let's start by deploying the application as-is, without any NSG configuration, by applying the following command:
kubectl apply -f guestbook-without-service.yaml
kubectl apply -f front-end-service.yaml
Then, get the front-end service's IP address using the following command:
kubectl get service -w
This will create an output similar to Figure 11.25. Once you get the public IP, you can exit out of the command by pressing Ctrl + C:
[image: Fetching the front-end service’s IP address]
Figure 11.25: Getting the front-end service's IP address
You are now able to connect to this service using both your browser as well as using the VM itself. If you connect using your browser, you should expect an output similar to Figure 11.26:
[image: Accessing the guestbook application using the external IP]
Figure 11.26: Accessing the guestbook application through a web browser


					You can also connect to this application using the command line. To do this, use the following command:curl <public IP>
This should return an output similar to Figure 11.27:
[image: Connecting to the guestbook application using the command line]
Figure 11.27: Connecting to the guestbook application using the command line


					Let's now configure additional security on the front-end service by only allowing your browser to connect to the application. For this, you will require the public IP address you are using right now. If you don't know this, you can browse to https://www.whatismyip.com/ to get your IP address, as shown in Figure 11.28:[image: Using https://www.whatismyip.com/ to get your IP address]
Figure 11.28: Getting your own public IP address
To secure the front-end service, you will edit the front-end-service-secured.yaml file. This is the code in that particular file:
1   apiVersion: v1
2   kind: Service
3   metadata:
4     name: frontend
5     labels:
6       app: guestbook
7       tier: frontend
8   spec:
9     type: LoadBalancer
10    ports:
11    - port: 80
12    selector:
13      app: guestbook
14      tier: frontend
15    loadBalancerSourceRanges:
16    - <your public IP address>
This file is very similar to the services you created earlier in this book. However, on lines 15 and 16, you now see loadBalancerSourceRanges and the option to add your own public IP address. You can provide multiple public IP addresses or ranges here; each address or range would be prepended with a dash. If you wish to enter an individual IP address rather than a range, append /32 to that IP address. You need to do this since Kubernetes expects IP ranges, and a range of /32 equals a single IP address.
To edit or add your own IP address in this file, use the following command:
vi front-end-service-secured.yaml
In the resulting application, use the arrow keys to navigate to the bottom line, hit the i button to enter insert mode, remove the placeholder, add in your IP address, and then append that with /32. To close and save the file, hit the Esc key, type :wq! to write and close the file, and finally hit Enter. An example is shown in Figure 11.29:
[image: Editing the front-end-service-secured.yaml file by adding your own IP]
Figure 11.29: An example of the front-end-service-secured.yaml file with an IP address


					You can update the exiting service that was deployed before using the following command:kubectl apply -f front-end-service-secured.yaml
This will cause AKS to update the NSG linked to this cluster to only allow traffic from your public IP address. You can confirm this by browsing to the IP address of the service again, and you should see the guestbook application. However, if you retry the command from earlier from the VM, you should see it eventually time out:
curl <public IP>
This will time out after 2 minutes, with an output similar to Figure 11.30:
[image: The connection from within the VM times out]
Figure 11.30: The connection from within the VM times out


					You can verify the NSG configuration in Azure itself as well. To verify this, look for Network security groups via the Azure search bar, as shown in Figure 11.31:[image: Searching for network security group in the Azure search bar]
Figure 11.31: Navigating to Network security groups through the Azure portal


					In the resulting pane, you should see two NSGs. Select the one whose name starts with aks-agentpool, as shown in Figure 11.32:[image: Selecting the desired NSG from the NSG page]
Figure 11.32: Selecting the aks-agentpool NSG


					In the resulting detailed view of that NSG, you should see a rule that allows traffic from your IP address to the service's public IP address, as you can see in Figure 11.33: [image: The NSG contains a rule that allows traffic only from the public IP defined earlier]
Figure 11.33: The NSG contains a rule that allows traffic only from the public IP defined earlier
Notice how this rule was created and is managed by AKS; you didn't have to create this yourself.


					Here, we've concluded this example. Let's clean up the deployment, the VM, and the private cluster. From within the VM, delete the application using the following command:kubectl delete -f guestbook-without-service.yaml
kubectl delete -f front-end-service-secured.yaml
Then, exit out of the VM using the exit command. This will return you to Cloud Shell. Here, you can go ahead and delete the private cluster and the VM you used to connect to it:
az group delete -n rg-handsonaks-vm -y
az aks delete -g rg-handsonaks -n handsonaks -y


			

			By adding additional configuration to a Kubernetes service, you were able to limit who was able to connect to your service. You were able to confirm that only the public IP that was allowed to connect to the service was able to connect to it. A connection not coming from this public IP address timed out.

			This is an example of protecting what is called north-south traffic, meaning traffic coming from the outside to your cluster. You can also add additional protections to east-west traffic, meaning traffic inside your cluster. To do this, you will use a feature called network policies in Kubernetes. You will do that in the next section.

			Securing the workload network using network policies

			In the previous section, you let Kubernetes configure an NSG in Azure to protect north-south traffic. This is a good practice for limiting the network traffic coming to your public services. In most scenarios, you will also need to protect the east-west traffic, meaning the traffic between your pods. That way, you can ensure that if a potential attacker were to get access to part of your application, they'd have limited ability to connect to other parts of the application or different applications. This is also known as protecting from lateral movement.

			To protect the traffic between pods, Kubernetes has a functionality called network policies. Network policies can be used to protect traffic from the outside to your pods, and from your pods to the outside, as well as traffic between pods. Since you have already learned about one way to protect traffic from the outside to your pods, in this section, you will learn how to use network policies to protect pod-to-pod traffic.

			In AKS, network policies are something you need to configure on your cluster at cluster creation time (it is this way at the time of this writing). If your cluster has network policies enabled, you can create new network policy objects on your cluster. When there is no network policy selecting a certain pod, all traffic to and from that pod is allowed. When you apply a network policy to a pod, depending on the configuration, all traffic to and/or from that pod is blocked, except for the traffic allowed by that network policy.

			Let's try this out:

			
					Start by creating a new cluster with network policies enabled. In this example, you'll create a cluster with Azure network policies enabled. You can create this new cluster using the following command:az aks create \
  --resource-group rg-handsonaks \
  --name handsonaks \
  --enable-managed-identity \
  --node-count 2 \
  --node-vm-size Standard_DS2_v2 \
  --generate-ssh-keys \
  --network-plugin azure \
  --network-policy azure


					Once the cluster is created, make sure to refresh the credentials to get access to the cluster. You can do this using the following command:az aks get-credentials -g rg-handsonaks -n handsonaks
This will prompt you to overwrite the existing credentials. You can confirm this by typing y in the two prompts, as shown in Figure 11.34:
[image: Refresh the credentials by overwriting them to get access to the cluster]
Figure 11.34: Getting credentials for the new cluster


					For this example, you will test connections between two web servers in a pod running nginx. The code for these has been provided in the web-server-a.yaml and web-server-b.yaml files. This is the code for web-server-a.yaml:1   apiVersion: v1
2   kind: Pod
3   metadata:
4     name: web-server-a
5     labels:
6       app: web-server
7       env: A
8   spec:
9     containers:
10    - name: webserver
11      image: nginx:1.19.6-alpine
This is the code for web-server-b.yaml:
1   apiVersion: v1
2   kind: Pod
3   metadata:
4     name: web-server-b
5     labels:
6       app: web-server
7       env: B
8   spec:
9     containers:
10    - name: webserver
11      image: nginx:1.19.6-alpine
As you can see in the code for each of the pods, each pod has a label app, web-server, and another label called env, with the value of each server (A for web-server-a and B for web-server-b). You will use these labels later in this example to selectively allow traffic between these pods.
To create both pods, use the following command:
kubectl create -f web-server-a.yaml
kubectl create -f web-server-b.yaml
Verify that the pods are running before moving forward by running the following command:
kubectl get pods -w
This should return an output similar to Figure 11.35:
[image: Verifying that both the created pods are running]
Figure 11.35: Both pods are running


					For this example, we'll use the pod's IP addresses to test the connection. Get the IP address for web-server-b using the following command:kubectl get pods -o wide
This should return an output similar to Figure 11.36, in which you'll see the IP address highlighted:
[image: Fetching the IP address of the web-server-bpod to test the connection]
Figure 11.36: Getting the IP address of web-server-b


					Now, try to connect from web-server-a to web-server-b. You can test this connection using the following command:kubectl exec -it web-server-a -- \
  wget -qO- -T 2 http://<web-server-b IP>
This should return an output similar to Figure 11.37:
[image: Verifying that web-server-a can connect to web-server-b]
Figure 11.37: Verifying that web-server-a can connect to web-server-b


					Let's now create a new NetworkPolicy object that will limit all traffic to and from the pods with the label app web-server. This policy has been provided in the deny-all.yaml file:1   kind: NetworkPolicy
2   apiVersion: networking.k8s.io/v1
3   metadata:
4     name: deny-all
5   spec:
6     podSelector:
7       matchLabels:
8         app: web-server
9     ingress: []
10    egress: []
Let's explore what's contained in this code:
	Line 1: Here, you define that you are creating a NetworkPolicy object.
	Lines 6-8: Here, you define which pods this network policy will apply to. In this case, you are applying this network policy to all pods that have the label app: web-server.
	Lines 9-10: Here, you define the allow rules. As you can see, you are not defining any allow rules, which will mean that all traffic will be blocked.

Later in this example, you will add more specific ingress and egress rules to selectively allow traffic to flow.


					Let's now create this network policy. You can do this using the following command:kubectl create -f deny-all.yaml
This will return an output similar to Figure 11.38:
[image: Creating a network policy]
Figure 11.38: Creating the network policy


					Let's now test the connection between web-server-a and web-server-b again. You can test this using the following command.kubectl exec -it web-server-a -- \
  wget -qO- -T 2 http://<web-server-b IP>
This should return an output similar to Figure 11.39:
[image: Traffic is no longer flowing between web-server-a and web-server-b]
Figure 11.39: Traffic is no longer flowing between web-server-a and web-server-b


					You will now create another network policy that will selectively allow traffic from web-server-a to web-server-b. This policy is included in the allow-a-to-b.yaml file:1   kind: NetworkPolicy
2   apiVersion: networking.k8s.io/v1
3   metadata:
4     name: allow-a-to-b
5   spec:
6     podSelector:
7       matchLabels:
8         app: web-server
9     ingress:
10    - from:
11      - podSelector:
12          matchLabels:
13            env: A
14    egress:
15    - to:
16      - podSelector:
17          matchLabels:
18            env: B
Let's explore the difference in this file versus the earlier network policy in more depth:
	Lines 9-13: Here, you are defining which ingress traffic is allowed. Specifically, you are allowing traffic from pods with the label env: A.
	Lines 14-18: Here, you are defining which egress traffic is allowed. In this case, you are allowing egress traffic to pods with the label env: B.

Also, note that you are creating this network policy with a new name. This means you will have two network policies active on your cluster selecting the pods with the label app: web-server. Both the deny-all and allow-a-to-b network policies will be present on your cluster, and both apply to pods with the label app: web-server. Network policies, by design, are additive, meaning that if any one of the policies allows the traffic, the traffic will be allowed.


					Let's create this policy using the following command:kubectl create -f allow-a-to-b.yaml
This will return an output similar to Figure 11.40:
[image: Creating a new network policy to allow traffic from web-server-a to web-server-b]
Figure 11.40: Creating a new network policy to allow traffic from web-server-a to web-server-b


					Let's test the connection between web-server-a and web-server-b again. You can test this by applying the following command:kubectl exec -it web-server-a -- \
  wget -qO- -T 2 http://<web-server-b IP>
This should return an output similar to Figure 11.41:
[image: Traffic is flowing again between web-server-a and web-server-b]
Figure 11.41: Traffic is again allowed from web-server-a to web-server-b


					You have now allowed traffic from web-server-a to web-server-b. You have, however, not allowed the traffic to pass the other way, meaning traffic from web-server-b to web-server-a is blocked. Let's test this as well. To test this, get the IP address of web-server-a using the following command:kubectl get pods -o wide
This will return an output similar to Figure 11.42, where the IP address of web-server-a has been highlighted:
[image: Getting the IP address of web-server-a]
Figure 11.42: Getting the IP address of web-server-a
You can now test the traffic path from web-server-b to web-server-a:
kubectl exec -it web-server-b -- \
  wget -qO- -T 2 http://<web-server-a IP>
This should return an output similar to Figure 11.43:
[image: Output showing that traffic is not allowed from web-server-b to web-server-a]
Figure 11.43: Traffic from web-server-b to web-server-a is not allowed, as expected
As you can see in Figure 11.43, the traffic from web-server-b to web-server-a times out, showing you that the traffic is blocked.


					This concludes the example regarding network policies in Azure. In the next chapter, you will create a new cluster again, so to conclude this chapter, it is safe to delete this cluster with network policies enabled, using the following command:az aks delete -n handsonaks -g rg-handsonaks -y


			

			You have now used network policies to protect traffic between pods. You saw how a default policy will deny all traffic, and how you can add new policies to selectively allow traffic. You also saw that if you allow traffic from one pod to another, that the inverse is not automatically allowed.

			Summary

			This chapter introduced you to multiple network security options in AKS. You explored both securing the control plane and the workload in the cluster.

			To secure the control plane, you first used authorized IP ranges to verify that only allowed public IP addresses can access the control plane of your cluster. After that, you created a new private cluster, which was only reachable using a private connection. You connected to that private cluster using Azure Private Link.

			After that, you also explored workload network security. Initially, you deployed a public service, which was available for all users. You then had AKS configure Azure NSGs to secure that service only to an allowed connection. You verified that you could connect to the service from your machine, but not from a VM in Azure, as expected. Finally, you also configured Kubernetes network policies in a new cluster. You used those to protect pod-to-pod traffic and were able to secure traffic between different pods on your cluster.

			In the next chapter, you will learn how you can use AKS to create Azure resources, such as an Azure Database for MySQL, using the Azure Service Operator.

		

	
		
			Section 4: Integrating with Azure managed services

		

		
			So far in the book, you have run multiple applications on top of Azure Kubernetes Service (AKS). The applications were always self-contained, meaning the full application was able to run in its entirety on top of AKS. There are certain advantages of running a full application on top of AKS. You gain application portability since you can move that application to any other Kubernetes cluster with little friction. You also have full control over the end-to-end application.

			With great control comes great responsibility. There are certain advantages to offloading parts of your application to one of the PaaS services that Azure offers. For example, by offloading your database to a managed PaaS service, you no longer need to take care of updating the database service, backups are automatically performed for you, and a lot of logging and monitoring is done out of the box.

			In the coming chapters, you will learn more about multiple advanced integrations and the advantages that come with them. Having read this section, you should be able to securely access other Azure services, such as Azure SQL Database and Azure Functions, and perform continuous integration and continuous delivery (CI/CD) using GitHub Actions.

			This section contains the following chapters:

			
					Chapter 12, Connecting an application to an Azure database

					Chapter 13, Azure Security Center for Kubernetes

					Chapter 14, Serverless functions

					Chapter 15, Continuous integration and continuous deployment for AKS

			

			You will start this section with Chapter 12, Connecting an application to an Azure database, in which you will connect an application to Azure Database for MySQL.

		

	
		
			
			

		

		
			12. Connecting an application to an Azure database

		

		
			In previous chapters, you stored the state of your application in your cluster, either on a Redis cluster or on MariaDB. You might remember that both had some issues when it came to high availability. This chapter will take you through the process of connecting to a MySQL database managed by Azure.

			We will discuss the benefits of using a hosted database rather than running StatefulSets on Kubernetes. To create this hosted and managed database, you will make use of Azure Service Operator (ASO). ASO is a way to create Azure resources, such as a managed MySQL database, from within a Kubernetes cluster. In this chapter, you will learn more details about the ASO project, and you will set up and configure ASO on your cluster.

			You will then make use of ASO to create a MySQL database in Azure. You will use this managed database as part of a WordPress application. This will show you how you can connect an application to a managed database. This chapter is broken down into the following topics:

			
					Azure Service Operator

					Installing ASO on your cluster

					Creating a MySQL database using ASO

					Creating an application using the MySQL database

			

			Let's start by exploring ASO.

			Azure Service Operator

			In this section, you will learn more about ASO. We will start by exploring the benefits of using a hosted database versus running StatefulSets on Kubernetes itself, and then learn more details about ASO.

			All the examples that you have gone through so far have been self-contained; that is, everything ran inside the Kubernetes cluster. Almost any production application has a state, which is generally stored in a database. While there is a great advantage to being mostly cloud-agnostic, this has a huge disadvantage when it comes to managing a stateful workload such as a database.

			When you are running your own database on top of a Kubernetes cluster, you need to take care of scalability, security, high availability, DR, and backup. Managed database services offered by cloud providers can offload you or your team from having to execute these tasks. For example, Azure Database for MySQL comes with enterprise-grade security and compliance, built-in high availability, and automated backups. The service scales within seconds. Finally, you also have the option to configure DR to a secondary region.

			It is a lot simpler to consume a production-grade database from Azure than it is to set up and manage your own on Kubernetes. In the next section, you will explore a way that Kubernetes can be used to create these databases on Azure.

			What is ASO?

			As with most applications these days, much of the hard work has already been done for us by the open-source community (including those who work for Microsoft). Microsoft has realized that many users would like to use their managed services from Kubernetes and that they require an easier way of using the same methodologies that are used for Kubernetes deployment. The ASO project was created to solve this problem.

			ASO is a new project started in 2020 that succeeds the Open Service Broker for Azure (OSBA) project. OSBA was Microsoft's original implementation that allowed you to create Azure resources from within Kubernetes, but this project is no longer maintained and has been deprecated. ASO serves the same purpose and is actively maintained and developed.

			There are two parts to ASO: a set of CustomResourceDefinitions (CRDs) and a controller that manages those CRDs. The CRDs are a set of API extensions for Kubernetes that allow you to specify which Azure resources you want to create. There are CRDs for resource groups, virtual machines, MySQL databases, and more.

			Most APIs in ASO are still in either the alpha or beta stage, meaning they might change in the future. Please refer to the documentation at https://github.com/Azure/azure-service-operator for an up-to-date resource definition, as the definitions used in this chapter might have changed.

			The controller is a pod that runs on your cluster and monitors the Kubernetes API for any objects that are created using these CRDs. It's this controller that will interface with the Azure API and create the resource you create using ASO.

			ASO depends on two other projects that you have already learned about in this book, namely Azure Active Directory (Azure AD) pod-managed identities and cert-manager. ASO uses Azure AD pod-managed identities to link a managed identity to the ASO pod. This also means that this managed identity needs to have permissions to create those resources. ASO uses cert-manager to get access to a certificate for the ASO pod to use.

			By default, ASO will store secrets such as connection strings in Kubernetes secrets. As you have learned in the preceding chapters, it's better to store secrets in Key Vault rather than in Kubernetes. ASO has the option to store secrets in Key Vault as well, and during the setup, you will configure ASO to store secrets in Key Vault.

			For a user perspective using ASO, Figure 12.1 describes what happens when you create a resource:

			
					As a user, you submit a YAML definition for an Azure resource to the Kubernetes API. The Azure resources are defined in a CRD.

					The ASO pod is monitoring the Kubernetes API for changes to the Azure CRD objects. 

					When changes are detected, ASO will create the resources in Azure.

					If a connection string was created as part of the resource creation, this connection string will be stored either as a Kubernetes secret (default) or in Key Vault (if configured).

			

			
				
					[image: High-level process diagram of resource creation using ASO]
				

			

			Figure 12.1: High-level process diagram of resource creation using ASO

			In this section, you've learned the basics of the ASO project. In the next section, you will go ahead and install ASO on your cluster.

			Installing ASO on your cluster

			To install ASO on your cluster, you will need a cluster. At the end of the previous chapter, you deleted your cluster, so you will create a new one here. After that, you will need to create a managed identity and Key Vault. Both are best practices when setting up ASO, which is why this chapter will explain how to set up ASO this way. After the creation of these resources, you need to ensure that cert-manager is set up in your cluster. Once that is confirmed, you can install ASO using a Helm chart.

			Let's start with the first step, creating a new AKS cluster.

			Creating a new AKS cluster

			Since you deleted your cluster at the end of the previous chapter, let's start by creating a new cluster. You can do all these steps using Cloud Shell. Let's get started:

			
					First, you will create a new cluster. Since you will be making use of pod identities for the authorization of ASO, you will also enable the pod identity add-on on this new cluster. At the time of this writing, the pod identity add-on is in preview.If you haven't registered for your subscription for this preview as explained in Chapter 9, Azure Active Directory pod-managed identities in AKS, please do so now using the following commands:
az feature register --name EnablePodIdentityPreview \
  --namespace Microsoft.ContainerService
You will also need a preview extension of the Azure CLI, which you can install using the following command:
az extension add --name aks-preview
You will have to wait until the pod identity preview is registered on your subscription. You can use the following command to verify this status:
az feature show --name EnablePodIdentityPreview \
  --namespace Microsoft.ContainerService -o table
Wait until the status shows as registered, as shown in Figure 12.2:
[image: Output displaying the status as registered]
Figure 12.2: Waiting for the feature to be registered
Once the feature is registered, you need to refresh the registration of the namespace before creating a new cluster. Let's first refresh the registration of the namespace:
az provider register --namespace Microsoft.ContainerService


					Once you registered the preview provider, or if you had already done so as part of Chapter 9, Azure Active Directory pod-managed identities in AKS, you can create a new cluster using the following command:az aks create -g rg-handsonaks -n handsonaks \
  --enable-managed-identity --enable-pod-identity \
  --network-plugin azure --node-vm-size Standard_DS2_v2 \
  --node-count 2 --generate-ssh-keys 


					Once the command is finished, get the credentials to get access to your cluster using the following command:az aks get-credentials -g rg-handsonaks \
  -n handsonaks --overwrite-existing


			

			You now have a new Kubernetes cluster with pod identities enabled. To continue the setup of ASO, let's now create a managed identity.

			Creating a managed identity

			In this section, you will use the Azure portal to create a managed identity. You will then give permission to your AKS cluster to manage this managed identity and give the managed identity access to your subscription to create the resources. Let's start:

			
					In the Azure search bar, look for Managed Identities, as shown in Figure 12.3:[image: Searching for Managed Identity in the Azure search bar]
Figure 12.3: Searching for Managed Identities


					In the resulting screen, click on + New to create a new managed identity, as shown in Figure 12.4:[image: Clicking on the Add new button to create a new managed identity]
Figure 12.4: Creating a new managed identity


					To organize the resources for this chapter together, create a new resource group called ASO, as shown in Figure 12.5:[image: Creating a new resource group]
Figure 12.5: Creating a new resource group


					Provide the location and a name for your managed identity; use the name aso-mi as shown in Figure 12.6 if you wish to follow the example here. Make sure to select the same region as the region of your cluster:[image: Providing necessary details to create a managed identity]
Figure 12.6: Providing Project and Instance details for creating the managed identity


					Click Review + create at the bottom of the screen and create the managed identity. 

					Once the managed identity is created, you need to capture the client ID and resource ID for later use. Copy and paste this information in a location where you can access it later. You can get the client ID in the Overview pane, as shown in Figure 12.7:[image: Getting the client ID details from the Managed Identity pane]
Figure 12.7: Getting the client ID from the managed identity
You can get the resource ID in the Properties pane, as shown in Figure 12.8:
[image: Getting the Resource ID details from the Managed Identity pane]
Figure 12.8: Getting the resource ID of the managed identity


					The next thing to do on the managed identity is to give our AKS cluster permissions to it. To do this, click on Access control (IAM) in the left pane, click on the + Add button at the top of the screen, click Add role assignment from the dropdown menu, select the Managed Identity Operator role, select User assigned managed identity from the Assign access to dropdown menu, and select the handsonaks-agentpool identity and save. This process is shown in Figure 12.9:[image: Giving AKS cluster permissions to access the managed identity]
Figure 12.9: Giving AKS access to the managed identity


					You will now give Managed Identities permission to create resources on your subscription. To do this, look for Subscriptions in the Azure search bar, as shown in Figure 12.10, and then select your subscription:[image: Searching for subscriptions in the Azure search bar]
Figure 12.10: Looking for subscriptions in the Azure search bar


					In the Subscription pane, click on Access control (IAM), click on the + Add button at the top of the screen, click Add role assignment, select the Contributor role, select User assigned managed identity from the Assign access to dropdown menu, and select the aso-mi identity and save. This process is shown in Figure 12.11:

			

			
				
					[image: Giving the aso-mi the contributor role at the subscription level]
				

			

			Figure 12.11: Giving the aso-mi permissions to your subscription

			This completes the setup of the managed identity. In the next section, you will create a key vault and allow the managed identity you just created to create and read secrets. 

			Creating a key vault

			In this section, you will create the key vault that ASO will use to store connection strings and secrets. This is optional in the ASO setup process but recommended.

			
					To start, look for key vaults in the Azure search bar, as shown in Figure 12.12:[image: Searching for Key Vault in the Azure search bar]
Figure 12.12: Looking for key vaults in the Azure search bar


					Click the + New button at the top of the screen to create a new key vault. Select the ASO resource group you created earlier and give your key vault a name. Please note that your key vault name has to be unique, so consider adding extra characters to the name if it is not unique. Also, make sure to create the key vault in the same region as your AKS cluster. The resulting configuration is shown in Figure 12.13:[image: Providing the necessary details to create a key vault]
Figure 12.13: Key vault configuration


					Now select Next: Access policy > to configure a new access policy. Here you will give the aso-mi managed identity you created in the previous section permission to do secret management in this key vault. To do this, start by clicking the + Add Access Policy button, as shown in Figure 12.14:[image: Clicking the Add access policy button]
Figure 12.14: Clicking the + Add Access Policy button


					In the resulting popup, select the Secret Management template, then click on None selected to select your managed identity. In the resulting popup, look for the aso-mi managed identity, select it, and then click Select followed by clicking on Add, as shown in Figure 12.15:[image: Adding the secret management permissions to the managed identity]
Figure 12.15: Adding the secret management permissions to the managed identity


					This has configured the access policy in Key Vault. Now click the Review + create button, and in the last window hit Create to create the key vault. This should take a couple of minutes to complete.

			

			Once your key vault has been deployed, you are ready to start installing ASO, which will be explained in the next section.

			Setting up ASO on your cluster

			Now that you have the required managed identity and Key Vault, you are ready to start deploying ASO on your cluster. You can do all these steps using Cloud Shell. Let's get started:

			
					You created a new cluster in the Creating a new AKS cluster section. You will need to link the managed identity you created earlier to the cluster. The ASO components will be created in their own namespace, so you will also create a new namespace for this:kubectl create namespace azureoperator-system
az aks pod-identity add --resource-group rg-handsonaks \
  --cluster-name handsonaks --namespace azureoperator-system \
  --name aso-identity-binding \
  --identity-resource-id <resource ID of managed identity>


					Now you can install cert-manager on your cluster. You've done this once before in Chapter 6, Securing your application with HTTPS, but at the end of the chapter you were asked to remove this component. You can install it again using the following command:kubectl apply -f https://github.com/jetstack/cert-manager/releases/download/v1.1.0/cert-manager.yaml


					Track the deployment status of cert-manager using the following command:kubectl rollout status \
  -n cert-manager deploy cert-manager-webhook
Wait until the rollout shows that it's successfully rolled out, as shown in Figure 12.16:
[image: Output verifying the roll-out status of cert-manager]
Figure 12.16: Checking the rollout status of cert-manager


					Once cert-manager has fully rolled out, you can start the ASO installation. Start by adding the Helm repo for ASO using the following command:helm repo add azureserviceoperator \
https://raw.githubusercontent.com/Azure/azure-service-operator/master/charts


					Next, you need to provide configuration values for your ASO installation. Open the values.yaml file that is part of the code sample that comes with this chapter using the following command:code values.yaml
Fill in all the required values in that file, as shown here:
1   azureTenantID: "<tenant ID>"
2   azureSubscriptionID: "<subscription ID>"
3   azureOperatorKeyvault: "<key vault name>"
4   azureClientID: "<client ID>"
5   cloudEnvironment: AzurePublicCloud
6   azureUseMI: true
7   image:
8     repository: mcr.microsoft.com/k8s/azureserviceoperator:0.1.16800
9   installAadPodIdentity: true
10  aad-pod-identity:
11    azureIdentityBinding:
12      name: aso-identity-binding
13      selector: aso_manager_binding
14    azureIdentity:
15      enabled: True
16      name: aso-identity
17      type: 0
18      resourceID: "<resource ID>"
19      clientID: "<client ID>"
As shown in the previous code sample, you will need to provide your tenant ID, subscription ID, key vault name, client ID of the managed identity (twice), and resource ID of the managed identity. You can find the tenant ID and subscription ID with the following command:
az account show
This will return an output similar to Figure 12.17, in which the tenant ID and subscription ID have been highlighted:
[image: Getting the subscription ID and tenant ID from the output]
Figure 12.17: Getting the subscription ID and tenant ID


					Once you have the values filled in, you can install ASO using the following command:helm upgrade --install aso \
  azureserviceoperator/azure-service-operator \
  -n azureoperator-system --create-namespace \
  -f values.yaml


					The installation process takes a couple of minutes. Wait until the following command returns a successful rollout:kubectl rollout status deploy \
  -n azureoperator-system azureoperator-controller-manager
The output should look similar to Figure 12.18:
[image: Output verifying the status of the deployments for ASO]
Figure 12.18: Checking the status of the deployments for ASO


					At the time of writing, there was an issue with the aadpodidbinding label on the deployment of azureoperator-controller-manager. This can, however, be fixed by applying a patch, to apply a new label to that deployment. The patch has been provided in the files for the chapter, specifically in the patch.yaml file:spec:
  template:
    metadata:
      labels:
        aadpodidbinding: aso-identity-binding
As you can see, the patch itself applies a new label to the pods in the deployment. You can apply the patch using the following command:
kubectl patch deployment \
  azureoperator-controller-manager \
  -n azureoperator-system \
  --patch "$(cat patch.yaml)"
This will ensure that you can use ASO in the next section.


			

			Now that ASO has been deployed on your cluster, you are ready to start deploying Azure resources using Kubernetes and ASO. You will do that in the next section.

			Deploying Azure Database for MySQL using ASO

			In the previous section, you deployed ASO on your Kubernetes cluster. This means that now you can use the Kubernetes API to deploy Azure resources. In this section, you will create a MySQL database running on the Azure Database for MySQL service using YAML files that you will submit to Kubernetes using kubectl. Let's get started:

			
					First, you need to create a resource group. The code for the resource group definition is also available in the code samples with this chapter. Create this file and save it as rg.yaml:apiVersion: azure.microsoft.com/v1alpha1
kind: ResourceGroup
metadata:
  name: aso-resources
spec:
  location: <cluster location>
As you can see in the code for the resource, apiVersion refers to azure.microsoft.com and kind is ResourceGroup. Furthermore, you provide the details for the resource group, being its name and its location. Make sure to change location to the location of your cluster.
You can create this resource group using the following command:
kubectl create -f rg.yaml
To monitor the process of the resource group creation, you can use the following command:
kubectl get resourcegroup -w
This returns an output similar to Figure 12.19:
[image: Output confirming the successful creation of a new resource group]
Figure 12.19: Monitoring the creation of a new resource group


					Let's also verify that the resource group was created in Azure. To do so, look for the resource group name (aso-resources, in this example) in the Azure search bar, as shown in Figure 12.20:[image: Searching for the resource group in the Azure search bar]
Figure 12.20: Searching for the resource group in the Azure portal
As you can see, the resource group is returned in the search results, meaning the resource group was successfully created.


					Now you can create the MySQL server. You won't create a virtual machine to run MySQL, but rather create a managed MySQL server on Azure. To create this, you can use the mysql-server.yaml file that is provided for you:1   apiVersion: azure.microsoft.com/v1alpha1
2   kind: MySQLServer
3   metadata:
4     name: <mysql-server-name>
5   spec:
6     location: <cluster location>
7     resourceGroup: aso-resources
8     serverVersion: "8.0"
9     sslEnforcement: Disabled
10    createMode: Default
11    sku:
12      name: B_Gen5_1
13      tier: Basic
14      family: Gen5
15      size: "5120"
16      capacity: 1
This file contains specific configurations for the MySQL server. A number of elements are worth pointing out:
	Line 2: Here you define that you will create a MySQLServer instance.
	Line 4: Here you give the server a name. This name has to be globally unique, so consider appending your initials to the server name.
	Line 6: The location of the MySQL server you will create. Make sure to change location to the location of your cluster.
	Line 9: sslEnforcement is disabled for this demo. This has been done to make the demo easier to follow. If you create a production cluster, it is highly recommended to enable sslEnforcement.
	Line 11-16: Here you define the size of the MySQL server. In this case, you are creating a basic server with 5 GB of capacity. If you plan to use this for production use cases, you will likely need a larger server.

You can create the MySQL server using the following command:
kubectl create -f mysql-server.yaml
This will take a couple of minutes to complete. You can follow the progress using the following command:
kubectl get mysqlserver -w 
This will return an output similar to Figure 12.21:
[image: Output confirming the successful creation of a new MySQL server]
Figure 12.21: Monitoring the creation of the MySQL server
If you were to run into errors when creating the MySQL server, please refer to the ASO documentation at https://github.com/Azure/azure-service-operator/blob/master/docs/troubleshooting.md.
Once you get the message that the server has successfully been provisioned, you can exit out of this command by pressing Ctrl + C.


					After the MySQL server, you can create the MySQL database. The definition of the MySQL database has been provided in the mysql-database.yaml file:1   apiVersion: azure.microsoft.com/v1alpha1
2   kind: MySQLDatabase
3   metadata:
4     name: wordpress-db
5   spec:
6     resourceGroup: aso-resources
7     server: <mysql-server-name>
The definition of the database is providing a name and referring to the server you created earlier. To create the database, you can use the following command:
kubectl create -f mysql-database.yaml
This will take a couple of seconds to complete. You can follow the progress using the following command:
kubectl get mysqldatabase -w 
This will return an output similar to Figure 12.22:
[image: Output confirming the successful creation of a MySQL database]
Figure 12.22: Monitoring the creation of the MySQL database
Once you get the message that the database has successfully been provisioned, you can exit out of this command by pressing Ctrl + C.


					You can create a firewall rule that will allow traffic to your database. In this example, you will create a rule that will allow traffic from all sources. In a production environment, this is not recommended. For the recommended networking configurations for Azure Database for MySQL, please refer to the documentation: https://docs.microsoft.com/azure/mysql/flexible-server/concepts-networking.The configuration for the firewall rule has been provided in the mysql-firewall.yaml file:1   apiVersion: azure.microsoft.com/v1alpha1
2   kind: MySQLFirewallRule
3   metadata:
4     name: allow-all-mysql
5   spec:
6     resourceGroup: aso-resources
7     server: <mysql-server-name>
8     startIpAddress: 0.0.0.0
9     endIpAddress: 255.255.255.255
As you can see, we refer to the MySQL server that was created earlier and allow traffic from all IP addresses (meaning from 0.0.0.0 to 255.255.255.255).
To create the firewall rule, you can use the following command:
kubectl create -f mysql-firewall.yaml
This will take a couple of seconds to complete. You can follow the progress using the following command:
kubectl get mysqlfirewallrule -w 
This will return an output similar to Figure 12.23:
[image: Output confirming the successful creation of a MySQL firewall rule]
Figure 12.23: Monitoring the creation of the MySQL firewall rule
Once you get the message that the firewall rule has successfully been provisioned, you can exit out of this command by pressing Ctrl + C.


					Let's verify that all of this was successfully created in the Azure portal. To do so, start by searching for the MySQL server name (wp-helm-mysql in this example) in the Azure search bar as shown in Figure 12.24. Click on the server to go to the details:[image: Searching for the MySQL server using the Azure search bar]
Figure 12.24: Searching for the MySQL server in the Azure portal


					This will take you to the Overview pane of the MySQL server. Scroll down in this pane and expand the Available resources section. Here you should see that wordpress-db was created, as shown in Figure 12.25:[image: The database created through ASO as shown in the Azure portal]
Figure 12.25: The database created through ASO is shown in the Azure portal


					From the MySQL server pane, click on Connection security in the left-hand navigation to verify the firewall rule. You should see the firewall rule you created through ASO on this pane, as shown in Figure 12.26:

			

			
				
					[image: The firewall rule created through ASO is set on the MySQL server]
				

			

			Figure 12.26: The firewall rule created through ASO is set on the MySQL server

			This verifies that you were able to create a MySQL server with a database in Azure and configure its firewall settings.

			In this section, you've used ASO to create a MySQL server, as well as a database on that server, and then finally configured its firewall. You were able to do all of this using Kubernetes YAML files. ASO translated those YAML files to Azure and created the resources for you. Finally, you were able to confirm everything was created and configured in the Azure portal.

			In the next and final section, you will use this database to support the WordPress application. 

			Creating an application using the MySQL database

			You now have a MySQL database. To showcase that you can use this database to configure an application, you will use the WordPress application. You can install this using Helm and provide the connection information to your database in the Helm configuration:

			
					To start, you will need the connection information to your database server. When you installed ASO on your cluster, you configured it to use Key Vault as a secret store rather than Kubernetes secrets. You will need this connection information to connect WordPress to your Azure MySQL database.Search for Key Vaults in the Azure search bar, as shown in Figure 12.27, click on Key vaults, and then select the key vault you created earlier in the chapter:[image: Searching for Key Vault using the Azure search bar]
Figure 12.27: Searching for key vaults in the Azure portal


					In the resulting pane, click on Secrets in the left-hand navigation and then click on the secret, as shown in Figure 12.28. The name of this secret follows the naming convention <object type>-<Kubernetes namesapce>-<object name>. [image: The MySQL secret in the Azure portal]
Figure 12.28: The MySQL secret in the Azure portal


					You will then get a view with multiple versions of your secret; click the current version as shown in Figure 12.29:[image: Different versions of the secret in Key Vault]
Figure 12.29: Different secret versions in your key vault
Now, copy the value of the secret, as shown in Figure 12.30:
[image: Clicking the Copy to clipboard button to copy the value of the secret]
Figure 12.30: Copying the value of the secret to clipboard


					The secret contains several pieces of information related to your database connection that you will need for the Helm installation. It contains the fully qualified server name, the username, and the password. The values in the secret are Base64 encoded. To make working with this secret easier, a shell script has been provided that will give you the required decoded values. To run this script, use the following command:sh decode-secret.sh <secret value>
An example is shown in Figure 12.31:
[image: Running a script to generate decoded values of the secret]
Figure 12.31: Decoding the secret


					You can use the values outputted by the previous step to configure Helm to use your Azure MySQL database. The following Helm command will set up WordPress on your cluster, but use an external database:helm repo add bitnami https://charts.bitnami.com/bitnami
helm install wp bitnami/wordpress \
  --set mariadb.enabled=false \ 
  --set externalDatabase.host='<decoded host value>' \
  --set externalDatabase.user='<decoded user value>' \
  --set externalDatabase.password='<decoded password value>' \
  --set externalDatabase.database='wordpress-db' \
  --set externalDatabase.port='3306'
As you can see, with this command, you disabled the MariaDB installation by setting the mariadb.enabled value to false and then provided the connection information to the external database.
To monitor the setup of WordPress, you can use the following command:
kubectl get pods -w
This will take a couple of minutes to fully set up, and finally, you should see the WordPress pod in a running state and ready, as shown in Figure 12.32:
[image: Output displaying the WordPress pod in a running state]
Figure 12.32: WordPress pod in a running state
Once the pod is running and ready, you can stop this command by pressing Ctrl + C. If you remember the WordPress deployment in Chapter 3, Application deployment on AKS, there was a second pod present in the WordPress installation hosting a MariaDB database. This pod is no longer there since we replaced it with an Azure MySQL database.


					Let's now finally connect to this WordPress application. You can get the public IP address of the WordPress website using the following command:kubectl get service
This will show you the public IP, as shown in Figure 12.33:
[image: Getting the public IP of the WordPress website from the output]
 
Figure 12.33: Getting the public IP of the WordPress website
Enter this IP address in your web browser's address bar and hit Enter. You should be able to see the WordPress landing page with the default demo post, as shown in Figure 12.34:
[image: Browsing to the WordPress website]
 Figure 12.34: Browsing to the WordPress website
You now have a fully functional WordPress website hosted on Kubernetes, with the database being backed by Azure Database for MySQL.


					This concluded the examples from this chapter. You created a number of resources and installed a number of cluster components. Let's also clean them up from the cluster using the following commands:helm uninstall wp
kubectl delete -f mysql-firewall.yaml
kubectl delete -f mysql-database.yaml
kubectl delete -f mysql-server.yaml
kubectl delete -f rg.yaml
helm uninstall aso -n azureoperator-system
az aks pod-identity delete --resource-group rg-handsonaks \
  --cluster-name handsonaks --namespace azureoperator-system \
  --name aso-identity-binding
kubectl delete namespace azureoperator-system
kubectl delete -f https://github.com/jetstack/cert-manager/releases/download/v1.1.0/cert-manager.yaml
az group delete -n aso --yes


			

			You've been able to connect an application on Kubernetes to an Azure-managed MySQL database. You used the WordPress Helm chart and provided custom values to configure this Helm chart to make it connect to the managed database.

			Summary

			This chapter introduced Azure Service Operator (ASO). ASO is an open-source project that makes it possible to create Azure services using Kubernetes. This allows you as the user to not have to switch between the Azure portal or CLI and Kubernetes resource definitions.

			In this chapter, you created a new AKS cluster and then installed ASO on this cluster. You then created a MySQL database on Azure using ASO. You verified that this database was available in Azure using the Azure portal.

			Finally, you created a WordPress application on your Kubernetes cluster that connected to the external database. You verified that the application was running and available as you've seen in previous chapters.

			In the next chapter, you will learn about other Azure integrations with AKS, namely Azure Security Center and Azure Defender for Kubernetes, which are used to monitor the security configuration of your cluster and mitigate threats.

		

	
		
			
			

		

		
			13. Azure Security Center for Kubernetes

		

		
			Kubernetes is a very powerful platform with a lot of configuration options. Configuring your workload the right way and making sure you follow best practices can be difficult. There are industry benchmarks that you can follow to get guidelines for how to deploy your workloads securely, such as the Center for Internet Security (CIS) Benchmarks for Kubernetes: https://www.cisecurity.org/benchmark/kubernetes/.

			Azure Security Center is a unified infrastructure security management platform. It provides continuous security monitoring and alerting for resources in Azure as well as for hybrid workloads. It offers protection for many Azure resources, including Kubernetes clusters. This will allow you to ensure your workloads are configured securely and protected.

			Azure Security Center offers two types of protection. First, it monitors your resource configuration and compares it to security best practices, and then gives you actionable recommendations to improve your security posture. Second, it also does threat protection by assessing your workloads and raising alerts when a potential threat is identified. This threat detection capability is part of a feature called Azure Defender within Azure Security Center.

			When it comes to monitoring Kubernetes workloads, Azure Security Center can monitor both your cluster configuration as well as the configuration of the workloads running in your cluster. To monitor the configuration of the workloads in your cluster, Azure Security Center uses Microsoft Azure Policy for Kubernetes. This free add-on for Azure Kubernetes Service (AKS) will enable Azure Security Center to compare the configuration of your workloads against known best practices.

			Azure Defender also has specific threat detection capabilities for Kubernetes. It monitors a combination of Kubernetes audit logs, node logs, as well as cluster and workload configuration to identify potential threats. Examples of threats that can be discovered are crypto-miners, the creation of high-privileged roles, or exposing the Kubernetes dashboard.

			In this chapter, you'll enable Azure Security Center, Azure Policy for Kubernetes, and Azure Defender for Kubernetes and monitor several sample applications against threats.

			In this chapter, we will cover the following topics:

			
					Azure Security Center for Kubernetes

					Azure Defender for Kubernetes

					Deploying offending workloads

					Analyzing configuration using Azure Secure Score

					Neutralizing threats using Azure Defender

			

			Let's start by setting up Azure Security Center for Kubernetes.

			Setting up Azure Security Center for Kubernetes

			We'll start this chapter by setting up Azure Security Center for Kubernetes. To enable Azure Security Center for Kubernetes, you need to enable Azure Policy for AKS on your cluster. This will enable Azure Security to monitor your workload configuration. To benefit from Azure Defender's threat protection, you will also need to enable Azure Defender for Kubernetes on your subscription.

			Let's get started.

			
					Search for your AKS cluster in the Azure search bar, as shown in Figure 13.1:[image: Looking for your cluster in the Azure search bar]
Figure 13.1: Looking for your cluster in the Azure search bar


					You will now enable Azure Policy for AKS. To enable this, click the Policies button on the left-hand side and on the resulting pane, click on Enable add-on, as shown in Figure 13.2:[image: Enabling Azure Policy for your AKS cluster]
Figure 13.2: Enabling Azure Policy for AKS
Enabling the add-on will take a couple of minutes to complete. After a while, you should see a message saying that the service is now enabled, as shown in Figure 13.3:
[image: Notification stating that Azure Policy is enabled for your AKS cluster]
Figure 13.3: Azure Policy for AKS is now enabled


					This has enabled Azure Policy for AKS. Next, you will enable Azure Defender to get the threat prevention ability from Azure Security Center. To do so, look up security center in the Azure portal's search bar, as shown in Figure 13.4:[image: Searching for security center in the Azure search bar]
Figure 13.4: Searching for security center in the Azure portal search bar


					If this is the first time you are accessing Azure Security Center in your subscription, you'll be greeted with a message as shown in Figure 13.5. To enable Azure Defender, click on Upgrade at the bottom of the screen:

			

			
				
					[image: Enabling Azure Defender for your subscription]
				

			

			Figure 13.5: Upgrading to Azure Defender

			If you're not accessing Azure Security Center in your subscription for the first time, you might not be greeted with this message to enable Azure Defender. To enable it, click on Pricing & settings on the left-hand side and select your subscription, as shown in Figure 13.6:

			
				
					[image: Turning on Azure Defender for your subscription]
				

			

			Figure 13.6: Manually upgrading to Azure Defender

			In the resulting pane, select the right box with the title Azure Defender on and click the Save button at the top of the screen to enable Azure Defender. Optionally, you could tune which service you want to enable/disable Azure Defender for, as shown in Figure 13.7:

			
				
					[image: Selecting the Azure Defender plan for your subscription]
				

			

			Figure 13.7: Turning on Azure Defender for your subscription

			Now that you have enabled Azure Security Center and Azure Defender, it will take up to 30 minutes for the system to configure the default policy and start detections.

			While you are waiting for this configuration to become effective, you will deploy several offending workloads on your cluster, which will trigger alerts in Azure Defender.

			Deploying offending workloads

			To trigger recommendations and threat alerts in Azure Security Center, you will need to have offending workloads deployed on your cluster. In this section, you will deploy a number of workloads to your cluster that are either not configured according to best practices or even contain potentially malicious software such as crypto-miners. Let's have a look at the examples of offending workloads you can find in the code samples for this chapter:

			
					crypto-miner.yaml: This file contains a deployment that will create a crypto-miner on your cluster.1   apiVersion: apps/v1
2   kind: Deployment
3   metadata:
4     name: crypto-miner
5     labels:
6       app: mining
7   spec:
8     replicas: 1
9     selector:
10      matchLabels:
11        app: mining
12    template:
13      metadata:
14        labels:
15          app: mining
16      spec:
17        containers:
18        - name: mining
19          image: kannix/monero-miner:latest


			

			This file is a regular deployment in Kubernetes. As you can see on line 19, the container image for this deployment will be a crypto-miner.

			Note

			Make sure to stop running the crypto-miner as soon as you are done with this chapter, as explained in the Neutralizing threats using Azure Defender section. There is no point in running the crypto-miner any longer than this example requires.

			
					escalation.yaml: This file contains a deployment that allows privilege escalations in the container. This means that a process in the container can get access to the host operating system. There are cases where this is desired behavior, but typically you don't want this configuration.1   apiVersion: apps/v1
2   kind: Deployment
3   metadata:
4     name: escalation
5     labels:
6       app: nginx-escalation
7   spec:
8     replicas: 1
9     selector:
10      matchLabels:
11        app: nginx-escalation
12    template:
13      metadata:
14        labels:
15          app: nginx-escalation
16      spec:
17        containers:
18        - name: nginx-escalation
19          image: nginx:alpine
20          securityContext:
21            allowPrivilegeEscalation: true


			

			As you can see in the preceding code sample, on lines 20–21, you configure the security context of the container with securityContext. You allow privilege escalation on line 21.

			
					host-volume.yaml: This file contains a deployment with a directory on the host mounted in the container. This is not recommended because this way, the container can get access to the host.1   apiVersion: apps/v1
2   kind: Deployment
3   metadata:
4     name: host-volume
5     labels:
6       app: nginx-host-volume
7   spec:
8     replicas: 1
9     selector:
10      matchLabels:
11        app: nginx-host-volume
12    template:
13      metadata:
14        labels:
15          app: nginx-host-volume
16      spec:
17        containers:
18        - name: nginx-host-volume
19          image: nginx:alpine
20          volumeMounts:
21          - mountPath: /test-pd
22            name: test-volume
23            readOnly: true
24        volumes:
25        - name: test-volume
26          hostPath:
27            # Directory on host
28            path: /tmp


			

			This code sample contains a volumeMount field and a volume. As you can see in lines 24–28, the volume is using hostPath, meaning it mounts a volume on the node running the container.

			
					role.yaml: A role with very broad permissions. It is recommended to approach roles in Kubernetes with the principle of least privilege to ensure permissions are tightly controlled. A role with broad permissions is first and foremost a bad configuration, but worse, could be a sign of compromise on your cluster.1   apiVersion: rbac.authorization.k8s.io/v1
2   kind: ClusterRole
3   metadata:
4     name: super-admin
5   rules:
6   - apiGroups: ["*" ]
7     resources: ["*"]
8     verbs: ["*"]


			

			This instance of ClusterRole gives very broad permissions, as you can see in lines 6–8. This configuration gives anybody who gets assigned this role all permissions on all resources on all APIs in Kubernetes.

			None of the deployments in these code samples contain resource requests and limits. As explained in Chapter 3, Application deployment on AKS, it is recommended to configure resource requests and limits, as these can prevent a workload from consuming too many resources.

			Finally, you will also deploy the Kubernetes dashboard on a public service. This is also highly discouraged, as this might inadvertently give attackers access to your cluster. You will see how Azure Defender detects this.

			Let's start deploying these files.

			
					Open Cloud Shell in the Azure portal and navigating to the code samples for this chapter.

					Once there, execute the following commands to create the offending workloads.kubectl create -f crypto-miner.yaml
kubectl create -f escalation.yaml
kubectl create -f host-volume.yaml
kubectl create -f role.yaml
This will create an output similar to Figure 13.8:
[image: Creating offending workloads to trigger recommendations and threat alerts in Azure Security Center]
Figure 13.8: Creating the offending workload


					Now, deploy the Kubernetes dashboard using the following command:kubectl apply -f https://raw.githubusercontent.com/kubernetes/dashboard/v2.0.0/aio/deploy/recommended.yaml
This will create an output similar to Figure 13.9:
[image: Deploying the Kubernetes dashboard]
Figure 13.9: Creating the Kubernetes dashboard


					By default, the Kubernetes dashboard is not exposed through a load balancer. This is also the recommended configuration, because the dashboard gives broad access to your cluster. In this chapter, however, you will create this discouraged configuration to trigger a security alert in Azure Defender. To add a load balancer to the Kubernetes dashboard, use the following command:kubectl patch service \
  kubernetes-dashboard -n kubernetes-dashboard \
  -p '{"spec": {"type": "LoadBalancer"}}'
This will patch the service and turn it into a service of the LoadBalancer type. Verify that this was patched successfully and get the public IP address of the service using the following command:
kubectl get service -n kubernetes-dashboard
This will generate an output similar to Figure 13.10:
[image: Adding a load balancer to the Kubernetes-dashboard service and fetching its public IP]
Figure 13.10: Getting the public IP of the kubernetes-dashboard service


					Verify that you can access this service by browsing to https://<public IP>. Depending on your browser configuration, you might get a certificate error, which you can bypass by selecting Continue to <public IP> (unsafe), as shown in Figure 13.11:

			

			
				
					[image: Navigating to the Kubernetes dashboard service and verifying that the connection isn’t secure]
				

			

			Figure 13.11: Security warning about the certificate on the Kubernetes dashboard service

			Once you have continued to the dashboard, you should get a sign-in screen as shown in Figure 13.12:

			
				
					[image: The Kubernetes dashboard login]
				

			

			Figure 13.12: The exposed Kubernetes dashboard

			You won't sign in to the dashboard here, but if you wish to explore its capabilities, please refer to the Kubernetes documentation at https://kubernetes.io/docs/tasks/access-application-cluster/web-ui-dashboard/.

			You now have five offending workloads running on your cluster. Some of these will cause configuration warnings in Azure Security Center; some others will even trigger a security alert. You will explore those in the next two sections of this chapter.

			Analyzing configuration using Azure Secure Score

			In the previous section, you created several workloads that are purposefully misconfigured. In this section, you'll review the recommendations in Azure Security Center related to these workloads.

			Note

			It can take up to 30 minutes after the workloads have been created for recommendations and alerts to show up. 

			
					After you have created the offending workloads, you will get security recommendations in Azure Security Center. To start, click on Secure Score in the left-hand navigation within Azure Security Center. This will show you a pane similar to Figure 13.13:[image: Checking your Secure Score in Azure Security Center after creating offending workloads]
Figure 13.13: Secure Score in Azure Security Center
What you see here is a summary of the security posture of your environment. In the example shown in Figure 13.13, you see that the overall secure score was 32%. If you manage multiple Azure subscriptions, this view can give you a quick bird's-eye view of the security configuration of your environment.


					Let's drill down into the configuration of the Kubernetes cluster by clicking on the Azure subscription 1 subscription at the bottom of Figure 13.13. This will bring you to a pane similar to Figure 13.14: [image: Secure Score and security recommendations for your Azure subscription]
Figure 13.14: Secure Score details for the subscription
This view contains more details about the secure score for this subscription. It again shows you the secure score, as well as the recommendation status and resource health. The bottom of the screen contains more details about the specific recommendations.


					Tune this screen to get more insight into the Kubernetes recommendations. To do this, disable the Group by controls option on the right-hand side of the screen, and set the Resource type filter to managed cluster, as shown in Figure 13.15:[image: Azure provides security recommendations and shows the health of the resource for your Kubernetes clusters]
Figure 13.15: Kubernetes recommendations in Azure Security Center
You are now looking at a list of Kubernetes security recommendations recommended by Azure Security Center. The list is too exhaustive to cover completely in this chapter, but if you want to see more details about each recommendation, please refer to the AKS documentation for more detailed descriptions: https://docs.microsoft.com/azure/aks/policy-reference.


					Let's, however, explore a number of the recommendations that were caused by the offending workloads you created earlier. Start by clicking on the recommendation called Container with privilege escalation should be avoided. This will bring you to a view similar to Figure 13.16:[image: Exploring the Container with privilege escalation should be avoided recommendation]
Figure 13.16: Details of the Container with privilege escalation should be avoided recommendation
As you can see, this recommendation contains a description of the recommendation itself, as well as a number of remediation steps to follow this recommendation. It also shows you the affected resource, which in this case is an AKS cluster. If you click on the cluster, you will even get more details about the offending workload, as shown in Figure 13.17:
[image: Clicking on the cluster on the recommendation page gives you further details about the affected components]
 
Figure 13.17: Pods affected by the privilege escalation recommendation
In this case, each of the pods you created triggered this recommendation, not just the one where privilege escalation was allowed. This shows you that Kubernetes allows this privilege escalation by default and you should implement the safeguard in all your deployments. This shows you the benefit of a security monitoring solution such as Azure Security Center, to monitor against potential side effects of the default configuration.


					Let's apply the suggested remediation to this issue. To solve the privilege escalation, you will need to configure the security context of the container to no longer allow privilege escalation. This can be done by updating each deployment using the following commands:kubectl patch deployment crypto-miner -p '
  {
    "spec": {
      "template": {
        "spec": {
          "containers": [
            {
              "name": "mining",
              "securityContext": {
                "allowPrivilegeEscalation": false
              }
            }
          ]
        }
      }
    }
  }
  '
kubectl patch deployment escalation -p '
  {
    "spec": {
      "template": {
        "spec": {
          "containers": [
            {
              "name": "nginx-escalation",
              "securityContext": {
                "allowPrivilegeEscalation": false
              }
            }
          ]
        }
      }
    }
  }
  '
kubectl patch deployment host-volume -p '
  {
    "spec": {
      "template": {
        "spec": {
          "containers": [
            {
              "name": "nginx-host-volume",
              "securityContext": {
                "allowPrivilegeEscalation": false
              }
            }
          ]
        }
      }
    }
  }
  '
As you can see in the command, you are patching each deployment. In each patch, you are configuring the securityContext field and setting the allowPrivilegeEscalation field to false.
After you have applied the patch, it will take Azure Security Center up to 30 minutes to refresh the security recommendation. After that time passes, your cluster should show up as a healthy resource for this recommendation, as shown in Figure 13.18:
[image: After following the remediation steps the cluster if now listed as a healthy resource for this condition]
Figure 13.18: Cluster is now healthy for the privilege escalation recommendation


					Let's investigate another recommendation, namely the one called Usage of pod HostPath volume mounts should be restricted to a known list to restrict node access from compromised containers. Click on this recommendation to be shown more details, as shown in Figure 13.19:[image: Investigating the recommendation called “Usage of pod HostPath volume mounts should be restricted to a known list to restrict node access from compromised containers“]
Figure 13.19: More details about the HostPath recommendation
This recommendation shows you similar information to the previous one. However, the policy that triggered this recommendation can be tuned to allow certain HostPath to be accessed. Let's explore how to edit the policy to allow this.


					Go back to the Azure Security Center main pane and click on Security policy on the left-hand side. In the resulting pane, click on your subscription and then click on the ASC Default assignment shown in Figure 13.20:[image: Navigating to the security policy of your Azure subscription ]
Figure 13.20: ASC default policy assignment


					In the resulting pane, click on Parameters at the top of the screen. Look for Allowed host paths in the list of parameters and change that parameter to the following:{  "paths": ["/tmp"]}
The result is shown in Figure 13.21:
[image: Modifying the allowed host path for the ASC Default assignment]
Figure 13.21: Adding a path to the allowed host paths
To apply the changes, click Review + save at the bottom of the screen and then click Save on the final screen:
[image: Clicking Save to confirm the modifications]
Figure 13.22: Clicking Save to confirm the policy change
It will now take about 30 minutes for the recommendation to be refreshed. After 30 minutes, this recommendation will no longer be active, since you configured the /tmp path to be allowed.


					There's one final recommendation worth highlighting in this list. That is Kubernetes Services Management API server should be configured with restricted access. If you remember, in Chapter 11, Network security in AKS, you configured authorized IP ranges on your cluster. This is recommended by Microsoft, and also shows up as an Azure Security Center recommendation. Click on that recommendation to get more details, as shown in Figure 13.23:

			

			
				
					[image: Investigating the Kubernetes Services Management API server should be configured with restricted access recommendation]
				

			

			Figure 13.23: Details explaining that authorized IP ranges should be enabled

			As you can see, again you get a description of the recommendation and remediation steps. The reason this recommendation is worth highlighting is that it contains a quick fix remediation within Azure Security Center. To quickly remediate this recommendation, select your AKS cluster and click Remediate at the bottom of the screen, as shown in Figure 13.24:

			
				
					[image: Remediating the authorized IP recommendation using the quick-fix Remediate button]
				

			

			Figure 13.24: Remediating the authorized IP recommendation

			This will show you a view similar to Figure 13.25 where you could input the IP ranges you need to authorize access from.

			
				
					[image: Setting up authorized IP ranges through Azure Security Center]
				

			

			Figure 13.25: Setting up authorized IP ranges through Azure Security Center

			You could configure this configuration from within Azure Security Center. Since you'll be using Cloud Shell in the next steps and next chapters and Cloud Shell does not have a fixed IP, it's not recommended to apply the remediation while working through this book. It is, however, worthwhile to show that Azure Security Center allows you to remediate certain configuration recommendations directly from within Security Center.

			You have now explored the recommendations and the secure score in Azure Security Center. If you want to learn more about this, please refer to the Azure documentation, which contains a YAML deployment example fully configured with all the recommendations: https://docs.microsoft.com/azure/security-center/kubernetes-workload-protections.

			Neutralizing threats using Azure Defender

			Now that you've explored the configuration best practices using Azure Security Center and Secure Score, you will explore how to investigate and deal with security alerts and active threats. Some of the workloads you created should have triggered security alerts by now, which you can investigate in Azure Defender.

			Specifically, in the Deploying offending workloads section, you created three workloads that trigger security alerts in Azure Defender:

			
					crypto-miner.yaml: By deploying this file, you created a crypto-miner on your cluster. This crypto-miner will generate two security alerts in Azure Defender as you will see in this section. One alert will be generated by monitoring the Kubernetes cluster itself, while another alert will be generated based on DNS traffic.

					role.yaml: This file contained a cluster-wide role with very broad permissions. This will generate a security alert in Azure Defender notifying you of the risk.

					Kubernetes dashboard: You also created the Kubernetes dashboard and exposed this publicly. Azure Defender will also generate a security alert based on this.

			

			Let's explore each of these security alerts in details:

			
					To start, in Azure Security Center, click on Azure Defender in the left-hand navigation bar. This will open the Azure Defender pane in Azure Security Center. This shows you your coverage, your security alerts, and the advanced protection options, as shown in Figure 13.26. In this section, you will focus on the four security alerts that were generated.[image: Azure Defender overview pane]
Figure 13.26: Azure Defender - Overview pane


					To get more details about the security alerts, click anywhere on the Security alerts bar chart in the middle of the screen. That will take you to a new pane, as shown in Figure 13.27:[image: Clicking on the Security alerts bar chart provides details about the severity of the alert, their status, and the affected resource]
 Figure 13.27: Security alerts in Azure Defender
As you can see in Figure 13.27, four security alerts have been triggered: one for the exposed Kubernetes dashboard, two for the crypto-miner, and one for the high-privileged roles. Let's explore each one in more detail.


					Let's start by exploring the Exposed Kubernetes dashboard detected alert. Click on the alert title to get more details. To see all the details, click on View full details in the resulting pane, as shown in Figure 13.28:[image: Clicking on View full details after selecting an alert will provide the details of the alert]
Figure 13.28: Getting full details of the alert
This will take you to a new pane, as shown in Figure 13.29:
[image: Details of the Exposed Kubernetes Dashboard detected alert]
Figure 13.29: Details of the Exposed Kubernetes dashboard detected alert
This shows you a couple of information points. First, it classifies this alert as high severity, marks it as active, and also marks when it was first encountered. Next, you get a description of the alert, which in this case explains that the dashboard should not be exposed publicly. It also shows you the affected resource. Finally, you see which stage of the MITRE ATT&CK® tactics framework this attack targets. The MITRE ATT&CK® tactics framework is a framework describing multiple stages in a cyber-attack. For more information on MITRE ATT&CK® tactics, please refer to https://attack.mitre.org/versions/v7/.
On the right-hand side of the screen, you get more details about the alert. This contains the service name, the namespace, the port of the service, the target port exposed on the backend pods, and the affected Azure resource ID and subscription ID. If you click the Next: Take Action >> button at the bottom of the screen, you'll be taken to a new pane, as shown in Figure 13.30:
[image: The Take action pane provides information on how to mitigate the threat and how to prevent future attacks]
Figure 13.30: Security recommendations on the dashboard alert
In the Take action pane, you get information on how to mitigate the threat and how to prevent future attacks like this. Notice how the Prevent future attacks section contains a link to the security recommendations you reviewed in the previous section.


					Let's take the suggested action and update the Kubernetes dashboard service so it is no longer of the LoadBalancer type using the following command. This command will remove the nodePort that Kubernetes set up to expose the service through the load balancer and change the type of the service back to the ClusterIP type, which is only available from within the cluster.kubectl patch service \
  kubernetes-dashboard -n kubernetes-dashboard \
  -p '{
        "spec": {
          "ports": [
            {
              "nodePort": null,
              "port": 443
            }
          ],
          "type": "ClusterIP"
        }
      }'
Finally, you see that you can optionally trigger automated responses or suppress similar alerts in the future in case this alert is a false positive.


					Now that you have mitigated the threat, you can dismiss the alert. That way, others using the same subscription don't see this same alert. To dismiss the alert, click on the status on the left-hand side of the screen, select Dismissed, and click OK, as shown in Figure 13.31:[image: Dismissing the dashboard alert after the threat has been mitigated]
Figure 13.31: Dismissing the dashboard alert


					Let's move on to the next alert. Close the detail panes for the dashboard alert by pressing the X at the top of the screen. Let's now focus on the first Digital currency mining container detected alert. Select that alert and click on View full details as you did with the previous alert. This will take you to a pane similar to Figure 13.32:[image: Investigating the Digital currency mining container detected alert]
Figure 13.32: Details of the Digital currency mining container detected alert
This view contains similar details to the previous alert. As you can see, this alert is part of the Execution phase of the MITRE ATT&CK® tactics framework. On the right-hand side of the pane, you now see the name of the offending container, the image it's using, its namespace, and the name of the offending pod.
If you press the Next: Take Action >> button at the bottom of the screen, you'll be taken to the Take action view on this alert, as shown in Figure 13.33:
[image: The Take action pane provides information on how to mitigate the threat and how to prevent future attacks]
Figure 13.33: Security recommendations on the Digital currency mining container detected alert
Here, again, you see similar details to the previous alert. In the Mitigate the threat section, you get a different description of how to mitigate this ongoing threat. Don't take any mitigating action yet, since you'll need to explore one more alert related to the crypto-miner.


					To explore that alert, close the detailed pane for the first crypto-miner alert by pressing the X at the top of the screen. Now select the second alert, which is called Digital currency mining activity (Preview). This is actually not a Kubernetes alert, but an alert based on DNS, as you can see in Figure 13.34:Note
This alert will only show up if you enabled Azure Defender for DNS. If you did not enable this, you will not get this alert.
[image: Investigating the Digital currency mining activity (Preview) alert]
Figure 13.34: Details of the Digital currency mining activity alert
This alert was generated by Azure Defender for DNS. It shows you a number of details about the attack itself. On the right-hand side of the pane, you see more details about the attack, showing you the domain name and the IP addresses used. If you have a look at the Take action pane, you get more information about potential next steps for this attack, as shown in Figure 13.35:
[image: The Take action pane provides information on how to mitigate the threat and how to prevent future attacks]
Figure 13.35: Security recommendations on the curreny mining alert
Since this is a DNS-based alert, there are limited specifics here on which processes to inspect. However, Azure still provides you with a number of steps to run through to mitigate this threat. As you already know the process that is running this crypto-miner, you can mitigate the threat using the following command:
kubectl delete -f crypto-miner.yaml


					This will resolve the alert. To actually mark it as resolved, you can dismiss the alert in the Azure portal. To do this, click on the status on the left-hand side of the screen, select the Dismissed status, and click OK, as shown in Figure 13.36:[image: Dismissing the Digital currency mining activity (Preview) alert after the threat has been mitigated]
Figure 13.36: Dismissing the digital currency DNS alert


					From the Security alerts pane, click on the last alert, which is called New high privileges role detected, and click on View full details in the resulting pane. This will bring you to a pane similar to Figure 13.37:

			

			
				
					[image: Exploring the New high privileges role detected alert]
				

			

			Figure 13.37: New high privileges role detected alert

			This is a low-severity alert. As with the previous alerts, you get the description, the affected resource, and the phase in the MITRE ATT&CK® tactics framework, which is persistence in this case. This means that this potential attack is used by attackers to gain persistent access to your environment.

			On the right-hand side, you also get the alert details, with the role name, the namespace (which in this case is the whole cluster since it is a ClusterRole), and the rules this role gives access to. If you click the Next: Take Action >> button, you'll get more information about the mitigation as well, as shown in Figure 13.38:

			
				
					[image: The Take action pane provides information on how to mitigate the threat and how to prevent future attacks]
				

			

			Figure 13.38: Security recommendations on the new high privileges alert

			As you can see here, Azure recommends you review the role in the alerts and check any role bindings linked to this role. It is also recommended to grant more restricted privileges than the open permissions as provided in this role. Let's also remove this threat from the cluster using the following command:

			kubectl delete -f role.yaml

			This will delete the role from the cluster. You can also dismiss this alert, by clicking on the status on the left-hand side of the screen, selecting the Dismissed state, and clicking OK, as shown in Figure 13.39:

			
				
					[image: Dismissing the high privileges role alert after the threat has been mitigated]
				

			

			Figure 13.39: Dismissing the New high privileges alert

			This covers all the alerts that were generated by the resources you created earlier in this chapter. The resources linked to the alerts were already deleted as part of the remediation, but let's also delete the other resources that were created in this chapter:

			kubectl delete -f escalation.yaml

			kubectl delete -f host-volume.yaml

			kubectl delete -f https://raw.githubusercontent.com/kubernetes/dashboard/v2.0.0/aio/deploy/recommended.yaml

			And that concludes this chapter.

			Summary

			In this chapter, you explored Azure Security Center and Azure Defender. Azure Security Center is an infrastructure security monitoring platform. It provides both monitoring of security configuration as well as monitoring of any potential ongoing threats. To monitor workloads in a Kubernetes cluster, Azure Security Center makes use of Azure Policy for AKS.

			To start, you enabled Azure Policy for AKS. You then enabled Azure Security Center and Azure Defender on your subscription.

			You then created five harmful workloads on your cluster. Some of those caused configuration recommendations in Azure Security Center. Some others even caused security alerts to be triggered in Azure Defender. You explored four security alerts and followed the mitigation steps recommended to resolve these alerts.

		

	
		
			
			

		

		
			14. Serverless functions

		

		
			Serverless computing and serverless functions have gained tremendous traction over the past few years due to scalability and reduced management overhead. Cloud services such as Azure Functions, AWS Lambda, and GCP Cloud Run have made it very easy for users to run their code as serverless functions.

			The word serverless refers to any solution where you don't need to manage servers. Serverless functions refer to a subset of serverless computing where you can run your code as a function on-demand. This means that your code in the function will only run and be executed when there is a demand. This architectural style is called event-driven architecture. In an event-driven architecture, the event consumers are triggered when there is an event. In the case of serverless functions, the event consumers will be these serverless functions. An event can be anything from a message in a queue to a new object uploaded to storage, or even an HTTP call.

			Serverless functions are frequently used for backend processing. A common example of serverless functions is creating thumbnails of a picture that is uploaded to storage, as shown in Figure 14.1. Since you cannot predict how many pictures will be uploaded and when they will be uploaded, it is hard to plan traditional infrastructure and how many servers you should have available for this process. If you implement the creation of that thumbnail as a serverless function, this function will be called on each picture that is uploaded. You don't have to plan the number of functions since each new picture will trigger a new function to be executed.

			
				
					[image: Example architecture of a serverless function to generate thumbnails of images]
				

			

			Figure 14.1: Example architecture of a serverless function to generate thumbnails of images

			As you saw in the previous example, functions will automatically scale to meet increased or decreased demand. Additionally, each function can scale independently from other functions. However, this automatic scaling is just one benefit of using serverless functions. Another benefit of serverless functions is the ease of development. Using serverless functions, you can focus on writing the code and don't have to deal with the underlying infrastructure. Serverless functions allow code to be deployed without worrying about managing servers and middleware. Finally, in public cloud serverless functions, you pay per execution of the function. This means that you pay each time your functions are run, and you are charged nothing for the idle time when your functions are not run.

			The popularity of public cloud serverless function platforms has caused multiple open-source frameworks to be created to enable users to create serverless functions on top of Kubernetes. In this chapter, you will learn how to deploy serverless functions on Azure Kubernetes Service (AKS) directly using the open-source version of Azure Functions. You will start by running a simple function that is triggered based on an HTTP message. Afterward, you will install a function autoscaler feature on your cluster. You will also integrate AKS-deployed applications with Azure storage queues. We will be covering the following topics:

			
					Overview of different functions platforms

					Deploying an HTTP-triggered function

					Deploying a queue-triggered function

			

			Let's start this chapter by exploring the various functions platforms that are available for Kubernetes.

			Various functions platforms

			Functions platforms, such as Azure Functions, AWS Lambda, and Google Cloud Functions, have gained tremendous popularity. The ability to run code without the need to manage servers and having virtually limitless scale is very popular. The downside of using the functions implementation of a cloud provider is that you are locked into the cloud provider's infrastructure and their programming model. Also, you can only run your functions in the public cloud and not in your own datacenter.

			A number of open-source functions frameworks have been launched to solve these downsides. There are a number of popular frameworks that can be run on Kubernetes:

			
					Knative (https://cloud.google.com/knative/): Knative is a serverless platform written in the Go language and developed by Google. You can run Knative functions either fully managed on Google Cloud or on your own Kubernetes cluster.

					OpenFaaS (https://www.openfaas.com/): OpenFaaS is a serverless framework that is Kubernetes-native. It can run on either managed Kubernetes environments such as AKS or on a self-hosted cluster. OpenFaaS is also available as a managed cloud service using OpenFaaSCloud. The platform is written in the Go language.

					Serverless (https://serverless.com/): This is a Node.js-based serverless application framework that can deploy and manage functions on multiple cloud providers, including Azure. Kubernetes support is provided via Kubeless.

					Fission.io (https://fission.io/): Fission is a serverless framework backed by the company Platform9. It is written in the Go language and is Kubernetes-native. It can run on any Kubernetes cluster.

					Apache OpenWhisk (https://openwhisk.apache.org/): OpenWhisk is an open-source, distributed serverless platform maintained by the Apache organization. It can be run on Kubernetes, Mesos, or Docker Compose. It is primarily written in the Scala language.

			

			Microsoft has taken an interesting strategy with its functions platform. Microsoft operates Azure Functions as a managed service on Azure and has open-sourced the complete solution and made it available to run on any system (https://github.com/Azure/azure-functions-host). This also makes the Azure Functions programming model available on top of Kubernetes.

			Microsoft has also released an additional open-source project in partnership with Red Hat called Kubernetes Event-driven Autoscaling (KEDA) to make scaling functions on top of Kubernetes easier. KEDA is a custom autoscaler that can allow deployments on Kubernetes to scale down to and up from zero pods, which is not possible using the default Horizontal Pod Autoscaler (HPA) in Kubernetes. The ability to scale from zero to one pod is important so that your application can start processing events, but scaling down to zero instances is useful for preserving resources in your cluster. KEDA also makes additional metrics available to the Kubernetes HPA to make scaling decisions based on metrics from outside the cluster (for example, the number of messages in a queue).

			Note

			We introduced and explained the HPA in Chapter 4, Building scalable applications.

			In this chapter, you will deploy Azure Functions to Kubernetes with two examples:

			
					An HTTP-triggered function (without KEDA)

					A queue-triggered function (with KEDA)

			

			Before starting with these functions, the next section will consider the necessary prerequisites for these deployments.

			Setting up the prerequisites

			In this section, you will set up the prerequisites needed to build and run functions on your Kubernetes cluster. You need to set up an Azure container registry (ACR) and a virtual machine (VM) in Azure that will be used to develop the functions. The ACR will be used to store custom container images that contain the functions you will develop. You will also use a VM to build the functions and create Docker images, since you cannot do this from Azure Cloud Shell.

			Container images and a container registry were introduced in Chapter 1, Introduction to containers and Kubernetes, in the section on Container images. A container image contains all the software required to start an actual running container. In this chapter, you will build custom container images that contain your functions. You need a place to store these images so that Kubernetes can pull them and run the containers at scale. You will use ACR for this. ACR is a private container registry that is fully managed by Azure.

			Up to now in this book, you have run all the examples on Azure Cloud Shell. For the example in this chapter, you will need a separate VM because Azure Cloud Shell doesn't allow you to build container images. You will create a new VM in Azure to do these tasks.

			Let's begin by creating an ACR.

			Azure Container Registry

			Azure Functions on Kubernetes needs an image registry to store its container images. In this section, you will create an ACR and configure your Kubernetes cluster to have access to this cluster:

			
					In the Azure search bar, search for container registry and click on Container registries, as shown in Figure 14.2:[image: Navigating to Container registries through the Azure portal]
Figure 14.2: Navigating to Container registry services through the Azure portal


					Click the Add button at the top to create a new registry. To organize the resources in this chapter together, create a new resource group. To do this, click on Create new under the Resource group field to create a new resource group, and call it Functions-KEDA, as shown in Figure 14.3:[image: Creating a new resource group to create the registry]
Figure 14.3: Creating a new resource group
Provide the details to create the registry. The registry name needs to be globally unique, so consider adding your initials to the registry name. It is recommended to create the registry in the same location as your cluster. To reduce spending for the demo, you can change SKU to Basic. Select the Review + create button at the bottom to create the registry, as shown in Figure 14.4:
[image: Review the details provided and hit Review + create to create the registry]
Figure 14.4: Providing details to create the registry
In the resulting pane, click the Create button to create the registry.


					Once your registry is created, open Cloud Shell so that you can configure your AKS cluster to get access to your container registry. Use the following command to give AKS permissions to your registry:az aks update -n handsonaks \
-g rg-handsonaks --attach-acr <acrName>
This will return an output similar to Figure 14.5. The figure has been cropped to show only the top part of the output:


			

			
				
					[image: Giving AKS permissions on your registry]
				

			

			Figure 14.5: Allowing AKS cluster to access the container registry

			You now have an ACR that is integrated with AKS. In the next section, you will create a VM that will be used to build the Azure functions.

			Creating a VM

			In this section, you will create a VM and install the tools necessary to run Azure Functions on this machine:

			
					The Docker runtime

					The Azure CLI

					Azure Functions

					KubectlNote
To ensure a consistent experience, you will be creating a VM on Azure that will be used for development. If you prefer to run the sample on your local machine, you can install all the required tools locally.


			

			Let's get started with creating the VM:

			
					To ensure this example works with the Azure trial subscription, you will need to scale down your cluster to one node. You can do this using the following command:az aks scale -n handsonaks -g rg-handsonaks --node-count 1


					To authenticate to the VM you are going to create, you'll need a set of SSH keys. If you followed the example in Chapter 9, Azure Active Directory pod-managed identities in AKS in the Setting up a new cluster with AAD pod-managed identity section, you will already have a set of SSH keys. To verify that you have SSH keys, run the following command:ls ~/.ssh
This should show you the presence of an SSH private key (id_rsa) and a public key (id_rsa.pub), as shown in Figure 14.6:
[image: Verifying the SSH keys that are present]
Figure 14.6: Verifying SSH keys are present
If you do not have these keys already available, you will need to generate a set of SSH keys using the following command:
ssh-keygen
You will be prompted for a location and a passphrase. Keep the default location and input an empty passphrase.


					You will now create the VM. You will create an Ubuntu VM using the following command:az vm create -g Functions-KEDA -n devMachine \
  --image UbuntuLTS --ssh-key-value ~/.ssh/id_rsa.pub \
  --admin-username handsonaks --size Standard_D1_v2


					This will take a couple of minutes to complete. Once the VM is created, Cloud Shell should show you its public IP, as displayed in Figure 14.7:[image: Running the az vm create command and getting the public ip of the VM from the command]
Figure 14.7: Creating the development VM
Connect to the VM using the following command:
ssh handsonaks@<public IP>
You will be prompted about whether you trust the machine's identity. Type yes to confirm.


					You're now connected to a new VM on Azure. On this machine, we will begin by installing Docker:sudo apt-get update
sudo apt-get install docker.io -y
sudo systemctl enable docker
sudo systemctl start docker


					To make the operation smoother, add the user to the Docker group. This will ensure you can run Docker commands without sudo:sudo usermod -aG docker handsonaks
newgrp docker
You should now be able to run the hello-world command:
docker run hello-world
This will show you an output similar to Figure 14.8:
[image: Verifying that Docker runs on the virtual machine]
Figure 14.8: Verifying Docker runs on the VM


					Next, you will install the Azure CLI on this VM. You can install the CLI using the following command:curl -sL https://aka.ms/InstallAzureCLIDeb | sudo bash


					Verify that the CLI was installed successfully by signing in:az login
This will display a login code that you need to enter at https://microsoft.com/devicelogin:
[image: Logging in to the Azure CLI]
Figure 14.9: Signing in to the Azure CLI
Browse to that website and paste in the login code that was provided to you to enable you to sign in to Cloud Shell. Make sure to do this in a browser you are signed in to with the user who has access to your Azure subscription.
You can now use the CLI to authenticate your machine to ACR. This can be done using the following command:
az acr login -n <registryname>
The credentials to ACR expire after 3 hours. If you run into the following error during this demonstration, you can sign in to ACR again using the following command:
[image: Potential error that you might get while authenticating your machine to ACR]
Figure 14.10: Potential authentication error in the future


					Next, you'll install kubectl on your machine. The Azure CLI has a shortcut to install the CLI, which you can use to install it:sudo az aks install-cli
Let's verify that kubectl can connect to our cluster. For this, we'll first get the credentials and then execute a kubectl command:
az aks get-credentials -n handsonaks -g rg-handsonaks
kubectl get nodes


					Now, you can install the Azure Functions tools on this machine. To do this, run the following commands:wget -q https://packages.microsoft.com/config/ubuntu/18.04/packages-microsoft-prod.deb
sudo dpkg -i packages-microsoft-prod.deb
sudo apt-get update
sudo apt-get install azure-functions-core-tools-3 -y
This will return an output similar to Figure 14.11:


			

			
				
					[image: Installing Azure Functions Core Tools]
				

			

			Figure 14.11: Installing Functions core tools

			Note

			If you are running a newer version of Ubuntu than 18.04, please make sure that you download the correct dpkg package by changing the URL in the first line to reflect your Ubuntu version.

			You now have the prerequisites to start working with functions on Kubernetes. You created an ACR to store custom container images, and you have a VM that will be used to create and build Azure functions. In the next section, you will build your first function, which is HTTP-triggered.

			Creating an HTTP-triggered Azure function

			In this first example, you will create an HTTP-triggered Azure function. This means that you can browse to the page hosting the actual function:

			
					To begin, create a new directory and navigate to that directory:mkdir http
cd http


					Now, you will initialize a function using the following command:func init --docker
The ––docker parameter specifies that you will build the function as a Docker container. This will result in a Dockerfile being created. Select the Python language, which is option 3 in the following screenshot:
[image: Creating a Python function]
Figure 14.12: Creating a Python function
This will create the required files for your function to work.


					Next, you will create the actual function. Enter the following command:func new
This should result in an output like the following. Select the eighth option, HTTP trigger, and name the function python-http:
[image: Creating an HTTP-triggered function using the required option]
Figure 14.13: Creating an HTTP-triggered function


					The code of the function is stored in the directory called python-http. You are not going to make code changes to this function. If you want to check out the source code of the function, you can run the following command:cat python-http/__init__.py


					You will need to make one change to the function's configuration file. By default, functions require an authenticated request. You will change this to anonymous for this demo. Make the change using the vi command by executing the following command:vi python-http/function.json
Replace authLevel on line 5 with anonymous. To make that change, press I to go into insert mode, then remove function and replace it with anonymous:
[image: Modifying the configuration file by changing the authLevelfunction to anonymous]
Figure 14.14: Changing the authLevel function to anonymous
Hit Esc, type :wq!, and then hit Enter to save and quit vi.
Note
You changed the authentication requirement for your function to anonymous. This will make the demo easier to execute. If you plan to release functions to production, you need to carefully consider this setting, since this controls who has access to your function.


					You are now ready to deploy your function to AKS. You can deploy the function using the following command:func kubernetes deploy --name python-http \
--registry <registry name>.azurecr.io
This will cause the functions runtime to do a couple of steps. First, it will build a container image, then it will push that image to the registry, and finally, it will deploy the function to Kubernetes:
[image: Using the func kubernetes deploy command for deploying the function to AKS]
Figure 14.15: Deploying the function to AKS
You can click the Invoke url URL that is shown to get access to your function. Before doing so, however, let's explore what was created on the cluster.


					To create the function, a regular deployment on top of Kubernetes was used. To check the deployment, you can run the following command:kubectl get deployment
This will show you the deployment, as in Figure 14.16:
[image: Checking the deployment]
Figure 14.16: Deployment details


					This process also created a service on top of your Kubernetes cluster. You can get the public IP of the service that was deployed and connect to it:kubectl get service
This will show you the service and its public IP, as shown in Figure 14.17. Notice how this public IP is the same as the one shown in the output of Step 4.


			

			
				
					[image: Getting the service’s public IP]
				

			

			Figure 14.17: Getting the service's public IP

			Open a web browser and browse to http://<external-ip>/api/python-http?name=handsonaks. You should see a web page showing you Hello, handsonaks. This HTTP triggered function executed successfully. This is shown in Figure 14.18:

			
				
					[image: Navigating to the external IP will return the HTTP function output]
				

			

			Figure 14.18: Output of the HTTP triggered function

			You have now created a function with an HTTP trigger. Using an HTTP-triggered function is useful in scenarios where you are providing an HTTP API with unpredictable load patterns. Let's clean up this deployment before moving on to the next section:

			kubectl delete deployment python-http-http

			kubectl delete service python-http-http

			kubectl delete secret python-http

			In this section, you created a sample function using an HTTP trigger. Let's take that one step further and integrate a new function with storage queues and set up the KEDA autoscaler in the next section.

			Creating a queue-triggered function

			In the previous section, you created a sample HTTP function. In this section, you'll build another sample using a queue-triggered function. Queues are often used to pass messages between different components of an application. A function can be triggered based on messages in a queue to then perform additional processing on these messages.

			In this section, you'll create a function that is integrated with Azure storage queues to consume events. You will also configure KEDA to allow scaling to/from zero pods in the case of low traffic.

			Let's start by creating a queue in Azure.

			Creating a queue

			In this section, you will create a new storage account and a new queue in that storage account. You will connect functions to that queue in the next section, Creating a queue-triggered function.

			
					To begin, create a new storage account. Search for storage accounts in the Azure search bar and select Storage accounts:[image: Navigating to the storage account services through the Azure portal]
Figure 14.19: Navigating to Storage accounts service through the Azure portal


					Click the + New button at the top to create a new storage account. Provide the details to create the storage account. The storage account name has to be globally unique, so consider adding your initials. It is recommended to create the storage account in the same region as your AKS cluster. Finally, to save on costs, you are recommended to downgrade the replication setting to Locally-redundant storage (LRS) as shown in Figure 14.20:[image: Providing resource group and storage account details to create the storage account ]
Figure 14.20: Providing the details to create the storage account
Once you're ready, click the Review + create button at the bottom. On the resulting screen, select Create to start the creation process.


					It will take about a minute to create the storage account. Once it is created, open the account by clicking on the Go to resource button. In the Storage account pane, select Access keys in the left-hand navigation, click on Show keys, and copy the primary connection string, as shown in Figure 14.21. Note down this string for now:[image: Navigating to Access keys and copying the Connection string]
Figure 14.21: Copying the primary connection string
Note
For production use cases, it is not recommended to connect to Azure Storage using the access key. Any user with that access key has full access to the storage account and can read and delete all files on it. It is recommended to either generate a shared access signatures (SAS) token to connect to storage or to use Azure AD-integrated security. To learn more about SAS token authentication to storage, refer to https://docs.microsoft.com/rest/api/storageservices/delegate-access-with-shared-access-signature. To learn more about Azure AD authentication to Azure Storage, please refer to https://docs.microsoft.com/rest/api/storageservices/authorize-with-azure-active-directory.


					The final step is to create our queue in the storage account. Look for queue in the left-hand navigation, click the + Queue button to add a queue, and provide it with a name. To follow along with this demo, use function as the queue name:

			

			
				
					[image: Creating a Queue service]
				

			

			Figure 14.22: Creating a new queue

			You have now created a storage account in Azure and have its connection string. You created a queue in this storage account. In the next section, you will create a function that will consume messages from the queue.

			Creating a queue-triggered function

			In the previous section, you created a queue in Azure. In this section, you will create a new function that will monitor this queue and remove messages from the queue. You will need to configure this function with the connection string to this queue:

			
					From within the VM, begin by creating a new directory and navigating to it:cd ..
mkdir js-queue
cd js-queue


					Now we can create the function. We will start with the initialization:func init --docker
This will ask you two questions now. For the runtime, select node (option 2), and for the language, select JavaScript (option 1). This should result in the output shown in Figure 14.23:
[image: Creating a new javaScript function of type javaScript]
Figure 14.23: Initializing a new function
Following the initialization, you can create the actual function:
func new
This will ask you for a trigger. Select Azure Queue Storage trigger (option 10). Give the name js-queue to the new function. This should result in the output shown in Figure 14.24:
[image: Creating a new function using the Azure Queue Storage trigger]
Figure 14.24: Creating a queue-triggered function


					You will now need to make a couple of configuration changes. You need to provide the function you created the connection string on to Azure Storage and provide the queue name. First, open the local.settings.json file to configure the connection strings for storage:vi local.settings.json
To make the changes, follow these instructions:
	Hit I to go into insert mode.
	Replace the connection string for AzureWebJobsStorage with the connection string you copied earlier. Add a comma to the end of this line.
	Add a new line and then add the following text on that line:

"QueueConnString": "<your connection string>"
The result should look like Figure 14.25:
[image: Editing the Queue connection string in the local.settings.json file ]
Figure 14.25: Editing the local.settings.json file
	Save and close the file by hitting the Esc key, type :wq!, and then press Enter.



					The next file you need to edit is the function configuration itself. Here, you will refer to the connection string from earlier, and provide the queue name we chose in the Creating a queue section. To do that, use the following command:vi js-queue/function.json
To make the changes, follow these instructions:
	Hit I to go into insert mode.
	Change the queue name to the name of the queue you created (function).
	Next, add QueueConnString to the connection field.

Your configuration should now look like Figure 14.26:
[image: Editing the js-queue/function.json file]
Figure 14.26: Editing the js-queue/function.json file
	Save and close the file by hitting the Esc key, type :wq!, and then press Enter.



					You are now ready to publish your function to Kubernetes. You will start by setting up KEDA on your Kubernetes cluster:kubectl create ns keda
func kubernetes install --keda --namespace keda
This should return an output similar to Figure 14.27:
[image: Setting up KEDA on your Kubernetes cluster]
Figure 14.27: Installing KEDA on Kubernetes
This will set up KEDA on your cluster. The installation doesn't take long. To verify that the installation was successful, make sure that the KEDA pod is running in the keda namespace:
kubectl get pod -n keda
This should return an output similar to Figure 14.28:
[image: Ensuring that the KEDA pod is running in the keda namespace]
Figure 14.28: Verifying the KEDA installation succeeded


					You can now deploy the function to Kubernetes. You will configure KEDA to look at the number of queue messages every 5 seconds (polling-interval=5) to have a maximum of 15 replicas (max-replicas=15), and to wait 15 seconds before removing pods (cooldown-period=15). To deploy and configure KEDA in this way, use the following command:func kubernetes deploy --name js-queue \
--registry <registry name>.azurecr.io \
--polling-interval=5 --max-replicas=15 --cooldown-period=15
This will return an output similar to Figure 14.29:
[image: Deploying the queue-triggered function]
Figure 14.29: Deploying the queue-triggered function
To verify that the setup completed successfully, you can run the following command:
kubectl get all
This will show you all the resources that were deployed. As you can see in Figure 14.30, this setup created a deployment, ReplicaSet, and an HPA. In the HPA, you should see that there are no replicas currently running:
[image: Verifying that the setup created a deployment, a ReplicaSet, and an HPA]
Figure 14.30: Verifying the objects created by the setup


					Now you will create a message in the queue to trigger KEDA and create a pod. To see the scaling event, run the following command:kubectl get hpa -w


					To create a message in the queue, we are going to use the Azure portal. To create a new message, open the queue in the storage that you created earlier. Click on the + Add message button at the top of your screen, create a test message, and click on OK. This is shown in Figure 14.31:

			

			
				
					[image: Adding a message to the queue]
				

			

			Figure 14.31: Adding a message to the queue

			After creating this message, have a look at the output of the previous command you issued. It might take a couple of seconds, but soon enough, your HPA should scale to one replica. Afterward, it should also scale back down to zero replicas:

			
				
					[image: KEDA scaling from 0 to 1 and back to 0 replicas]
				

			

			Figure 14.32: KEDA scaling from 0 to 1 and back to 0 replicas

			This has shown you that KEDA enabled the Kubernetes HPA to scale from zero to one pod when there are messages in the queue, and also from one to zero pods when those messages are processed.

			You have now created a function that is triggered by messages being added to a queue. You were able to verify that KEDA scaled the pods from 0 to 1 when you created a message in the queue, and back down to 0 when there were no messages left. In the next section, you will execute a scale test, and you will create multiple messages in the queue and see how the functions react.

			Scale testing functions

			In the previous section, you saw how functions reacted when there was a single message in the queue. In this example, you are going to send 1,000 messages into the queue and see how KEDA will first scale out the function, and then scale back in, and eventually scale back down to zero:

			
					In the current Cloud Shell, watch the HPA using the following command:kubectl get hpa -w


					To start pushing the messages, you are going to open a new Cloud Shell session. To open a new session, select the Open new session button in Cloud Shell:[image: Opening a new Cloud Shell instance]
Figure 14.33: Opening a new Cloud Shell instance
To send the 1,000 messages into the queue, a Python script has been provided called sendMessages.py in Chapter 15 of the code examples in the GitHub repo accompanying this book. To make the script work, you'll need to install azure-storage-queue package using pip:
pip install azure-storage-queue==12.1.5
Once that is installed, you will need to provide this script with your storage account connection string. To do this, open the file using:
code sendMessages.py
Edit the storage connection string on line 8 to your connection string:
[image: Pasting in your connection string for your storage account on line 8]
Figure 14.34: Pasting in your connection string for your storage account on line 8


					Once you have pasted in your connection string, you can execute the Python script and send 1,000 messages to your queue:python sendMessages.py
While the messages are being sent, switch back to the previous Cloud Shell instance and watch KEDA scale from 0 to 1, and then watch the HPA scale to the number of replicas. The HPA uses metrics provided by KEDA to make scaling decisions. Kubernetes, by default, doesn't know about the number of messages in an Azure storage queue that KEDA provides to the HPA.
Note
Depending on how quickly KEDA in your cluster scales up the application, your deployment might not scale to the 15 replicas that are shown in Figure 14.29.
Once the queue is empty, KEDA will scale back down to zero replicas:


			

			
				
					[image: KEDA will scale from 0 to 1, and the HPA will scale to 15 pods . When the load has decreased, KEDA scaled down to 0 again]
				

			

			Figure 14.35: KEDA will scale from 0 to 1, and the HPA will scale to 15 pods

			As you can see in the output of this command, the deployment was scaled first from zero to one replica, and then gradually got scaled out to a maximum of 15 replicas. When there were no more messages in the queue, the deployment was scaled down again to zero replicas.

			This concludes the examples of running serverless functions on top of Kubernetes. Let's make sure to clean up the objects that were created. Run the following command from within the VM you created (the final step will delete this VM; if you want to keep the VM, don't run the final step):

			kubectl delete secret js-queue

			kubectl delete scaledobject js-queue

			kubectl delete deployment js-queue

			func kubernetes remove --namespace keda

			az group delete -n Functions-KEDA  --yes

			In this section, you ran a function that was triggered by messages in a storage queue on top of Kubernetes. You used a component called KEDA to achieve scaling based on the number of queue messages. You saw how KEDA can scale from 0 to 1 and back down to 0. You also saw how the HPA can use metrics provided by KEDA to scale out a deployment.

			Summary

			In this chapter, you deployed serverless functions on top of your Kubernetes cluster. To achieve this, you first created a VM and an ACR.

			You started the functions deployments by deploying a function that used an HTTP trigger. The Azure Functions core tools were used to create that function and to deploy it to Kubernetes.

			Afterward, you installed an additional component on your Kubernetes cluster called KEDA. KEDA allows serverless scaling in Kubernetes. It allows deployments to and from zero pods, and it also provides additional metrics to the HPA. You used a function that was triggered on messages in an Azure storage queue.

			In the next – and final – chapter of this book, you'll learn how to integrate containers and Kubernetes in a continuous integration and continuous delivery (CI/CD) pipeline using GitHub Actions.

		

	
		
			
			

		

		
			15. Continuous integration and continuous deployment for AKS

		

		
			DevOps is the union of people, processes, and tools to deliver software faster, more frequently, and more reliably. Within the DevOps culture are the practices of continuous integration and continuous deployment (CI/CD). CI/CD is a set of practices, implemented through one or more tools, to automatically test, build, and deliver software.

			The CI phase refers to the practice of continuously testing and building software. The outcome of the CI phase is a deployable artifact. That artifact could be many things; for instance, for a Java application it would be a JAR file, and in the case of a container-based application it would be a container image.

			The CD phase refers to the practice of continuously releasing software. During the CD phase, the artifact that was generated during CI is deployed to multiple environments, typically going from test to QA to staging to production.

			Multiple tools exist to implement CI/CD. GitHub Actions is one such tool. GitHub Actions is a workflow automation system built into GitHub. With GitHub Actions, you can build, test, and deploy applications written in any language to a variety of platforms. It also allows you to build container images and deploy applications to a Kubernetes cluster, which you'll do in this chapter.

			Specifically, this chapter will cover the following topics:

			
					CI/CD process for containers and Kubernetes

					Setting up Azure and GitHub

					Setting up a CI pipeline

					Setting up a CD pipeline

			

			Let's start by exploring the CI/CD lifecycle for containers and Kubernetes.

			CI/CD process for containers and Kubernetes

			Before you start building a pipeline, it's good to understand the typical CI/CD process for containers and Kubernetes. In this section, the high-level process shown in Figure 15.1 will be explored in more depth. For a more detailed exploration on CI/CD and DevOps for Kubernetes, you are encouraged to explore the following free online eBook by Microsoft: https://docs.microsoft.com/dotnet/architecture/containerized-lifecycle/.

			
				
					[image: A representation of the container and Kubernetes CI/CD process]
				

			

			Figure 15.1: Container and Kubernetes CI/CD process

			The process starts with somebody making code changes. Code changes could mean application code changes, changes to the Dockerfile used to build the container, or changes to the Kubernetes YAML files used to deploy the application on a cluster.

			Once code changes are complete, those changes are committed to a source control system. Typically, this is a Git repository, but other systems, such as Subversion (SVN), also exist. In a Git repository, you would usually have multiple branches of your code. Branches enable multiple individuals and teams to work on the same code base in parallel without interfering with each other. Once the work done on a branch is complete, it is merged with the main (or master) branch. Once a branch is merged, the changes from that branch are shared with others using that code base.

			Note

			Branches are a powerful functionality of the Git source control system. There are multiple ways to manage how you use branches in a code base. Please refer to the chapter on branches in Scott Chacon and Ben Straub's Pro Git (Apress, 2014) for a more in-depth exploration of this topic: https://git-scm.com/book/en/v2/Git-Branching-Branches-in-a-Nutshell.

			After code is pushed into source control, either in the main branch or a feature branch, a CI pipeline can be triggered. In a container-based application, this means that the code is built into a container image, that image is tested, and if tests succeed, it is pushed to a container registry. Depending on the branch, you could include different steps and different tests. For example, on feature branches you might only build and test the container to verify the code works but not push it to a registry, while on the main branch you might build and test the container and push it to a container registry.

			Finally, a CD pipeline can be triggered to deploy or update your application on Kubernetes. Typically, in a CD pipeline, the deployment moves through different stages. You can deploy your updated application first to a staging environment, where you can run both automated and manual tests on the application before moving it to production.

			Now that you've got an understanding of the CI/CD process for containers and Kubernetes, you can start building the example part of this chapter. Let's start with setting up Azure and GitHub to do this.

			Setting up Azure and GitHub

			In this section, you'll set up the basic infrastructure you'll use to create and run the pipeline that you will build. To host your container images, you need a container registry. You could use a number of container registries, but here you'll create an Azure Container Registry instance because it is well integrated with Azure Kubernetes Service (AKS). After creating the container registry, you will need to link that container registry to your AKS cluster and create a new service principal, and then you'll need to set up a GitHub repository to run the example part of this chapter. Execute the following seven steps to complete this activity:

			
					To start, create a new container registry. In the Azure search bar, look for container registry and click on Container registries, as shown in Figure 15.2:[image: Searching for container registry in the Azure search bar]
Figure 15.2: Navigating to the Container registry service through the Azure portal


					Click the Create button at the top to create a new registry. To organize the resources in this chapter together, create a new resource group. To do this, click on Create new to create a new resource group and call it rg-pipelines, as shown in Figure 15.3:[image: Clicking the Create new button to create a new resource group]
Figure 15.3: Creating a new resource group
Provide the details required to create the registry. The registry name needs to be globally unique, so consider adding your initials to the registry name. It is recommended to create the registry in the same location as your cluster. To optimize the spend for the demo, you can change the SKU to Basic. Select the Review + Create button at the bottom to create the registry, as shown in Figure 15.4:
[image: Clicking the Review + create button to create a new container registry]
Figure 15.4: Creating a new container registry
In the resulting pane, click the Create button to create the registry.


					When your registry is created, open Cloud Shell so that you can configure your AKS cluster to get access to your container registry. Use the following command to give AKS permissions on your registry:az aks update -n handsonaks \
-g rg-handsonaks --attach-acr <acrName>
This will return an output similar to Figure 15.5, which has been cropped to show only the top part of the output:
[image: Configuring the AKS cluster to get access to the container registry]
Figure 15.5: Allowing AKS cluster to access the container registry


					Next, you'll need to create a service principal that will be used by GitHub Actions to connect to your subscription. You can create this service principal using the following command:az ad sp create-for-rbac --name "cicd-pipeline" \
--sdk-auth --role contributor
You will need the full output JSON of this command, as highlighted in Figure 15.6, later in GitHub. Copy this output:
[image: Creating a new service principal]
Figure 15.6: Creating a new service principal


					This completes the Azure part of the setup. Next, you'll need to log in to GitHub, fork the repo that comes with this book, and configure a secret in this repo. If you do not yet have a GitHub account, please create one via https://github.com/join. If you already have an account, please sign in using https://github.com/login.

					Once you are logged in to GitHub, browse to the repository associated with this book at https://github.com/PacktPublishing/Hands-On-Kubernetes-on-Azure-third-edition. Create a fork of this repo in your account by clicking on the Fork button in the top-right corner of the screen, as shown in Figure 15.7:[image: Forking the GitHub repo]
Figure 15.7: Forking the GitHub repository
Forking the repo will create a copy of the repository in your own GitHub account. This will allow you to make changes to the repository, as you will do as you build the pipeline in this chapter.


					Forking the repository takes a couple of seconds. Once you have the fork in your own account, you'll need to configure the Azure secret in this repo. Start by clicking on Settings in the top-right corner of your repo, as shown in Figure 15.8:

			

			
				
					[image: Clicking on the Settings button in the GitHub repo]
				

			

			Figure 15.8: Clicking on settings in the GitHub repository

			This will take you to the setting of your repo. On the left-hand side, click on Secrets, and on the resulting screen click on the New repository secret button at the top, as shown in Figure 15.9:

			
				
					[image: Creating a new repository secret]
				

			

			Figure 15.9: Creating a new repository secret

			This will take you to the screen to create the new secret. Call this secret AZURE_CREDENTIALS, and as the value for the secret, paste in the output from the CLI command you issued in step 4 of this section, as shown in Figure 15.10:

			
				
					[image: Setting the value for the new secret]
				

			

			Figure 15.10: Setting of the value of the new secret

			Finally, click on Add secret at the bottom of this screen to save the secret.

			Now you have set up Azure and GitHub to start building your pipeline. You have created a service principal that GitHub will use to interact with Azure, and you created a container registry that your CI pipeline can push images to and that AKS can pull images from. Let's now build a CI pipeline.

			Setting up a CI pipeline

			You are now ready to build a CI pipeline. As part of the demonstration in this section, you will build an nginx container with a small custom webpage loaded in it. After the container is built, you will push the nginx container to the container registry you created in the previous section. You will build the CI pipeline gradually over the next 13 steps:

			
					To start, open the forked GitHub repo and open the folder for Chapter 15. In that folder, you will find a couple of files, including Dockerfile and index.html. These files are used to build the custom container. Throughout the example, you will make changes to index.html to trigger changes in the GitHub action. Let's have a look at the contents of index.html:1   <html>
2   <head>
3       <title>Version 1</title>
4   </head>
5   <body>
6       <h1>Version 1</h1>
7   </body>
8   </html>
This is a simple HTML file, with a title and a header both saying Version 1. In the Setting up a CD pipeline section, you'll be asked to increment the version.
Next, you were also provided with a Dockerfile. The contents of that file are as follows:
1   FROM nginx:1.19.7-alpine
2   COPY index.html /usr/share/nginx/html/index.html
This Dockerfile starts from an nginx-alpine base image. Nginx is a popular open-source web server, and Alpine is a lightweight operating system often used for container images. In the second line, you copy the local index.html file into the container, into the location where nginx loads webpages from.
Now that you have an understanding of the application itself, you're ready to start building the CI pipeline. For your reference, the full definition of the CI pipeline is provided as pipeline-ci.yaml in the code files with this chapter, but you'll be instructed to build this pipeline step by step in what follows.


					Let's start by creating a GitHub Actions workflow. At the top of the screen in GitHub, click on Actions and then click on the set up a workflow yourself link, as shown in Figure 15.11:[image: Clicking the Set up a workflow yourself button to create a new GitHub action]
Figure 15.11: Creating a new GitHub action


					This will take you to a code editor that is part of GitHub. First, change the name of the pipeline file to pipeline.yaml and change the name on line 3 to pipeline, as shown in Figure 15.12:[image: Changing the name of the pipeline]
Figure 15.12: Changing the name of the pipeline


					Next, you'll focus on the triggers of the workflow. In this demonstration, you'll only work with the main branch. However, you do not want the workflow to run for every code change. You only want it to run when changes are made to either the pipeline definition or the code in the Chapter 15 folder. To achieve this, you can set up the following code to control the workflow trigger:4   # Controls when the action will run. 
5   on:
6     # Triggers the workflow on push or pull request events but only for the main branch
7     push:
8       branches: [ main ]
9       paths: 
10      - Chapter15/**
11      - .github/workflows/pipeline.yaml  
12    # Allows you to run this workflow manually from the Actions tab
13    workflow_dispatch:
What this code configures is the following:
	Line 8: Configures which branches will trigger this workflow. Specifically, in this case, this indicates that the workflow is triggered by pushing code to the main branch.
	Line 9-11: This configures a path filter. Any changes in the Chapter15 directory as well as changes to the pipeline.yaml file in the .github/workflows/ directory will trigger the workflow to run.
	Line 13: This configures the workflow in such a way that it can be triggered manually as well. This means that you can trigger the workflow to run without making a code change.

You can also configure reusable variables in a GitHub Actions workflow. The following code block configures the container registry name you will use in multiple steps in the GitHub action:
14  # Env to set reusable variables
15  env:
16    ACRNAME: <acr-name>
Here, you are setting the ACRNAME variable to the name of the container registry you created. By using variables, you avoid having to configure the same value in multiple places.
That explains how the pipeline is triggered and how you can configure variables; let's now look at what will run in the pipeline.


					Before we define the commands that are executed in the pipeline, let's explore the structure of a GitHub Actions workflow, as shown in Figure 15.13:

			

			
				
					[image: A representation of the GitHub action structure]
				

			

			Figure 15.13: GitHub Actions workflow

			A GitHub Actions workflow is made up of multiple jobs. A job can then have multiple steps in it. Jobs run in parallel by default but can be configured to run sequentially. The steps in a job will be run sequentially. A step in a job will contain the actual commands that will be run as part of the pipeline. An example of a step would be building a container image. There are multiple ways to run commands in a workflow: you can either run direct shell commands as you would on a regular terminal, or you can run prebuilt actions from the GitHub community.

			The jobs and steps are run on what is called a runner. By default, workflows are run on hosted runners. These hosted runners run on infrastructure set up and managed by GitHub. Optionally, you can run the jobs and steps on a self-hosted runner. This gives you the ability to have more configuration capabilities on the runner, for instance, to allow you to use special hardware or have specific software installed. Self-hosted runners can be physical, virtual, in a container, on-premises, or in a cloud.

			In this section, you will run workflow steps from the community as well as shell commands. For an overview of actions available from the community, please refer to the GitHub marketplace at https://github.com/marketplace?type=actions.

			In the CI pipeline you are building, you'll need to execute the following steps:

			
					Get the GitHub repo on the action runner, also called a check-out of your repository.

					Log in to the Azure CLI.

					Log in to Azure Container Registry.

					Build a container image and push this container image to Azure Container Registry.

			

			Let's build the pipeline step by step.

			
					Before you build the actual steps in the pipeline, you'll need to configure the jobs and the configuration of your job. Specifically, for this example, you can use the following configuration:18  jobs:
19    # This workflow contains a single job called "CI"
20    CI:
21      # The type of runner that the job will run on
22      runs-on: ubuntu-latest
You are configuring the following:
	Line 20: You are creating a single job called CI for now. You'll add the CD job later.
	Line 22: This indicates that you'll run this job on a machine of type ubuntu-latest.

This configures the GitHub runner for the steps. Let's now start building the individual steps.


					The first step will be checking out the Git repo. This means that the code in the repo gets loaded by the runner. This can be achieved using the following lines of code:25      steps:
26        # Checks-out your repository under $GITHUB_WORKSPACE, so your job can access it
27        - name: Git checkout
28          uses: actions/checkout@v2
The first line represented here (line 25) is what opens the steps block and all the following steps. The first step is called Git checkout (line 27) and simply refers to a prebuilt action called actions/checkout@v2. The @v2 means that you are using the second version of this action.


					Next, you will need to log in to the Azure CLI and then use the Azure CLI to log in to the Azure Container Registry. To do so, you'll make use of an action from the marketplace. You can find items in the marketplace by using the search bar at the right side of your screen, as shown in Figure 15.14:[image: Searching for the Azure Login action in the GitHub Marketplace]
Figure 15.14: Searching for the Azure Login action
For this demonstration, you will use the Azure Login action. Click on the Azure Login action to get a screen with more information, as shown in Figure 15.15:
[image: Additional information and somesample code for the Azure Login action]
Figure 15.15: More details about the Azure Login action
This shows you more information on how to use that action and gives you sample code that you can copy and paste into the workflow editor.
To log in to the Azure CLI and Azure Container Registry, you can use the following code:
30        - name: az CLI login
31          uses: azure/login@v1
32          with:
33            creds: ${{ secrets.AZURE_CREDENTIALS }}
34
35        - name: ACR login
36          run: az acr login -n $ACRNAME
The first step logs in to the Azure CLI on the GitHub Actions runner. To log in to the Azure CLI, it uses the secret you configured in the previous section. The second job executes an Azure CLI command to log in to Azure Container Registry. It uses the variable you configured on lines 14-15. It executes the login command as a regular shell command. In the next step, you'll push the image to this container registry.


					Next, you build the container image. There are multiple ways to do this, and you'll use docker/build-push-action in this example:39        - name: Build and push image
40          uses: docker/build-push-action@v2
41          with:
42            context: ./Chapter15
43            push: true
44            tags: ${{ env.ACRNAME }}.azurecr.io/website/website:${{ github.run_number }}
This step will build your container image and push it to the registry. You configure the context to run within the Chapter15 folder, so the reference in the Dockerfile to the index.html page remains valid. It will tag that image with the name of your container registry, and as a version number for the container image, it will use the run number of the GitHub action. To get the run number of the workflow, you are using one of the default environment variables that GitHub configures. For a full list, please refer to the GitHub documentation: https://docs.github.com/actions/reference/environment-variables.
Note
In this example, you are using the workflow run number as the version for your container image. Tagging container images is important since the tag version indicates the version of the container. There are multiple other strategies as well to version your container images.
One strategy that is discouraged is to tag container images with the latest tag and use that tag in your Kubernetes deployments. The latest tag is the default tag that Docker will add to images if no tag is supplied. The problem with the latest tag is that if the image with the latest tag in your container registry changes, Kubernetes will not pick up this change directly. On nodes that have a local copy of the image with the latest tag, Kubernetes will not pull the new image until a timeout expires; however, nodes that don't have a copy of the image will pull the updated version when they need to run a pod with this image. This can cause you to have different versions running in a single deployment, which should be avoided.


					You are now ready to save and run this GitHub Actions workflow. You can save the workflow configuration file by clicking on the Start Commit button and then confirming by clicking Commit new file, as shown in Figure 15.16:[image: Saving the action configuration file]
Figure 15.16: Saving the action configuration file


					Once the file has been saved, the workflow will be triggered to run. To follow the logs of the workflow run, you can click on Actions at the top of the screen. This should show you a screen similar to Figure 15.17:[image: Viewing the Actions run history]
Figure 15.17: Getting the actions run history
Click on the top entry to get more details of your workflow run. This will bring you to a screen similar to Figure 15.18:
[image: A detailed view of the action run]
Figure 15.18: Detail screen of the action run
This shows you your workflow detail and shows you that you had a single job in your workflow. Click on CI to get the logs of that job. This will show you a screen similar to Figure 15.19:
[image: Viewing logs of the CI job]
Figure 15.19: Logs of the CI job
On this screen, you can see the output logs of each step in your workflow. You can expand the logs of each step by clicking on the arrow icon in front of that step.


					In this example, you built a container image and pushed that to a container registry on Azure. Let's verify this image was indeed pushed to the registry. For this, go back to the Azure portal and, in the search bar, look for container registry, as shown in Figure 15.20:[image: Searching for container registry using the Azure search bar]
Figure 15.20: Navigating to the Container registries service through the Azure portal
In the resulting screen, click on the registry you created earlier. Now, click on Repositories on the left-hand side, which should show you the website/website repository, as shown in Figure 15.21:
[image: Viewing the website/website repository in the container registry]
Figure 15.21: Showing the website/website repository in the container registry


					If you click on the website/website repository link, you should see the image tags for your container image, as shown in Figure 15.22:

			

			
				
					[image: Viewing the image tags for the container image]
				

			

			Figure 15.22: Image tags for the container image

			If you compare the output of Figure 15.18 and Figure 15.22, you will see that the run number of the action is also the tag on the image. In your case, that run number and tag will likely be 1.

			You have now built a rudimentary CI pipeline. When the code in the Chapter 15 folder is changed, the pipeline will run and build a new container image that will be pushed to the container registry. In the next section, you will add a CD job to your pipeline to also deploy the image to a deployment in Kubernetes.

			Setting up a CD pipeline

			You already have a pipeline with a CI job that will build a new container image. In this section, you'll add a CD job to that pipeline that will deploy the updated container image to a deployment in Kubernetes.

			To simplify the application deployment, a Helm Chart for the application has been provided in the website folder inside Chapter 15. You can deploy the application by deploying the Helm Chart. By deploying using a Helm Chart, you can override the Helm values using the command line. You've done this in Chapter 12, Connecting an app to an Azure database, when you configured WordPress to use an external database.

			In this CD job you will need to execute the following steps:

			
					Check out the code.

					Get AKS credentials.

					Set up the application.

					(Optional) Get the service's public IP.

			

			Let's start building the CD pipeline. For your reference, the full CI and CD pipeline has been provided in the pipeline-cicd.yaml file:

			
					To add the CD job to the pipeline, you'll need to edit the pipeline.yaml file. To do this, from within your forked repository, click on Code at the top of the screen and go to the .github/workflows folder. In that folder, click on the pipeline.yaml file. Once that file is open, click on the pen icon in the top right, as highlighted in Figure 15.23:[image: Clicking on the pen icon to edit the pipeline.yaml file]
Figure 15.23: Editing the pipeline.yaml file


					In the file, at the bottom, start by adding the following lines to define the CD job:46    CD:
47      runs-on: ubuntu-latest
48      needs: CI
49      steps:
In this code block, you are creating the CD job. This will again run on an ubuntu-latest runner. On line 48, you are defining that this job has a dependency on the CI job. This means that this job will only start after the CI job finishes, and it will only run if the CI job finishes successfully. Finally, line 49 opens the steps block, which you will fill in next.


					The first step will be a Git checkout. This will use the same step you use in the CI job as well:50        - name: Git checkout
51          uses: actions/checkout@v2


					Next, you'll need to log in to the Azure CLI and get the AKS credentials. You could do this by using the same approach as you did in the CI job, meaning you could do an Azure CLI login and then run the az aks get-credentials command on the runner. However, there is a single GitHub action that can achieve this for AKS:53        - name: Azure Kubernetes set context
54          uses: Azure/aks-set-context@v1
55          with:
56            creds: ${{ secrets.AZURE_CREDENTIALS }}
57            resource-group: rg-handsonaks
58            cluster-name: handsonaks
This step uses the Azure/aks-set-context action from Microsoft. You configure it with the Azure credentials secrets you created, and then define the resource group and cluster name you want to use. This will configure the GitHub action runner to use those AKS credentials.


					You can now create the application on the cluster. As mentioned in the introduction of this section, you will deploy the application using the Helm Chart created in the website folder for this chapter. To deploy this Helm Chart on your cluster, you can use the following code:60        - name: Helm upgrade
61          run: |
62            helm upgrade website Chapter15/website --install \
63              --set image.repository=$ACRNAME.azurecr.io/website/website \
64              --set image.tag=${{ github.run_number }}
This code block executes a Helm upgrade command. The first argument (website) refers to the name of the Helm release. The second argument (Chapter15/website) refers to the location of the Helm Chart. The --install parameter configures Helm in such a way that if the chart isn't installed yet, it will be installed. This will be the case the first time you run this action.
In the following two lines, you set Helm values. You set the image repository to the website/website repo in your container registry, and you set the tag to the run number of the action. This is the same value you are using in the CI step to tag the image.


					Finally, there is one optional step you can include in your workflow. This is getting the public IP address of the service that will be created to serve your website. This is optional because you could get this IP address using kubectl in Azure Cloud Shell, but it has been provided for your convenience:66        - name: Get service IP
67          run: |
68            PUBLICIP=""
69            while [ -z $PUBLICIP ]; do
70              echo "Waiting for public IP..."
71              PUBLICIP=$(kubectl get service website -o jsonpath='{.status.loadBalancer.ingress[0].ip}')
72              [ -z "$PUBLICIP" ] && sleep 10
73            done
74            echo $PUBLICIP
This code block will run a small Bash script. While the public IP hasn't been set, it will keep getting the public IP from the service using kubectl. Once the public IP has been set, the public IP will be shown in the GitHub Actions log.


					You are now ready to save the updated pipeline and run it for the first time. To save the pipeline, click on the Start commit button at the top right of the screen and click on Commit changes in the pop-up window, as shown in Figure 15.24:[image: Saving the updated pipeline]
Figure 15.24: Pipeline workflow


					Once you have committed the changes to GitHub, the workflow will be triggered to run. To follow the deployment, click on Actions at the top of the screen. Click on the top entry here to see the details of the run. Initially, the output will look similar to Figure 15.25:[image: A detailed output of the action run while the action is running]
Figure 15.25: Detailed output of the action run while the action is running
As you can see, you now have access to two jobs in this workflow run, the CI job and the CD job. While the CI job is running, the CD job's logs won't be available. Once the CI job finishes successfully, you'll be able to access the logs of the CD job. Wait for a couple of seconds until the screen looks like Figure 15.26, which indicates that the workflow successfully finished:
[image: A detailed output of the action run after both jobs are finished]
Figure 15.26: Detailed output of the action run after both jobs finished


					Now, click on the CD job to see the logs of this job. Click on the arrow next to Get service IP to see the public IP of the service that got created, as shown in Figure 15.27:[image: Logs of the CD job showing the public IP address of the service]
Figure 15.27: Logs of the CD job showing the public IP address of the service
Open a new tab in your web browser to visit your website. You should see an output similar to Figure 15.28:
[image: Website running version 1]
Figure 15.28: Website running version 1


					Let's now test the end-to-end pipeline by making a change to the index.html file. To do this, in GitHub, click on Code at the top of the screen, open Chapter15, and click on the index.html file. In the resulting window, click on the pen icon in the top right, as shown in Figure 15.29:[image: Clicking on the pen icon to edit the index.html file]
Figure 15.29: Clicking on the pen icon to edit the index.html file


					You can now edit the file. Change the version of the website to version 2 (or any other changes you might want to make), and then scroll to the bottom of the screen to save the changes. Click on the Commit changes button to commit the changes to GitHub, as shown in Figure 15.30:[image: Saving the changes to the index.html file]
Figure 15.30: Saving the changes to the index.html file


					This will trigger the workflow to be run. It will run through both the CI and CD jobs. This means that a new container will be built, with an updated index.html file. You can follow the status of the workflow run as you've done before, by clicking on Actions at the top of the screen and clicking on the top run. Wait until the job has finished, as shown in Figure 15.31:[image: Action run after updating index.html]
Figure 15.31: Action run after updating index.html


					If you now browse back to the IP address you got as an output of step 9, you should see the updated webpage showing you Version 2, as shown in Figure 15.32:

			

			
				
					[image: The webpage has been updated to version 2]
				

			

			Figure 15.32: The web page has been updated to version 2

			This has shown you that the pipeline executed successfully and has brought your code changes to production.

			Note

			In this example, you updated the production version of your website directly, without any approvals. GitHub Actions also allows you to configure manual approvals in case you want to test changes before promoting them to production. To configure manual approvals, you can use the environments functionality in GitHub Actions. For more information, please refer to https://docs.github.com/en/actions/reference/environments.

			This concludes this example of CI and CD using GitHub Actions. Let's make sure to clean up the resource you created for this chapter. In Cloud Shell, execute the following commands:

			helm uninstall website

			az group delete -n rg-pipelines --yes

			Since this also marks the end of the examples in this book, you can now also delete the cluster itself if you do not need it anymore. If you wish to do so, you can use the following command to delete the cluster:

			az group delete -n rg-handsonaks --yes

			This way, you ensure you aren't paying for the resources if you're no longer using them after you've finished the examples in this book.

			Summary

			You have now successfully created a CI/CD pipeline for your Kubernetes cluster. CI is the process of frequently building and testing software, whereas CD is the practice of regularly deploying software.

			In this chapter, you used GitHub Actions as a platform to build a CI/CD pipeline. You started by building the CI pipeline. In that pipeline, you built a container image and pushed it to the container registry.

			Finally, you also added a CD pipeline to deploy that container image to your Kubernetes cluster. You were able to verify that by making code changes to a webpage, the pipeline was triggered and code changes were pushed to your cluster.

			The CI/CD pipeline you built in this chapter is a starter pipeline that lays the foundation for a more robust CI/CD pipeline that you can use to deploy applications to production. You should consider adding more tests to the pipeline and also integrate it with different branches before using it in production.

			Final thoughts

			This chapter also concludes this book. During the course of this book, you've learned how to work with AKS through a series of hands-on examples.

			The book started by covering the basics; you learned about containers and Kubernetes and you created an AKS cluster.

			The next section focused on application deployment on AKS. You learned different ways of deploying applications to AKS, how to scale applications, how to debug failures, and how to secure services using HTTPS.

			The next sections focused on security in AKS. You learned about role-based access control in Kubernetes and how you can integrate AKS with Azure Active Directory. Then, you learned about pod identities, and pod identities were used in a couple of follow-up chapters. After that, you learned how to securely store secrets in AKS, and then we focused on network security.

			The final section of this book focused on a number of advanced integrations of AKS with other services. You deployed an Azure database through the Kubernetes API and integrated it with a WordPress application on your cluster. You then explored how to monitor configuration and remediate threats on your cluster using Azure Security Center. You then deployed Azure functions on your cluster and scaled them using KEDA. In this final chapter, you configured a CI/CD pipeline to automatically deploy an application to Kubernetes based on code changes.

			If you've successfully completed all the examples provided in this book, you should now be ready to build and run applications at scale on top of AKS.
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			file: 19, 21-22, 42, 44, 46-47, 51, 59, 61, 64-69, 72, 76, 85, 88, 98, 103, 113-114, 119-122, 129, 135, 157, 162-163, 168-169, 174, 191-192, 198, 202-204, 242-244, 247, 265-269, 275-276, 278-280, 283-287, 301-306, 327-328, 331-332, 336, 339-340, 347, 349, 371, 373-378, 396-398, 415, 444, 453-455, 459, 463, 473-475, 481-482, 486-487, 492-493

			filename: 268, 275, 278

			filesystem: 89

			filter: 83, 116, 214, 405, 475

			firewall: 157, 312, 316, 378, 380

			flowchart: 164

			fork: 470

			framework: 11, 196, 418, 421, 426, 431

			frequency: 112

			frontend: 78-79, 82, 85, 98, 100, 102, 117-118, 120-122, 130, 162, 170, 175, 184, 186, 188, 190, 332, 339

			function: 9-10, 252, 273, 429-432, 442-448, 451-456, 458, 460-461

			G

			gateway: 24, 156-161, 163, 165-166, 169, 172, 176, 273

			gigabyte: 136

			github: 14, 44, 59, 86-87, 97, 104, 128, 166, 169, 176, 255-256, 290, 331, 357, 370, 376, 386, 432, 459, 461, 464, 466, 469-470, 472-478, 480-481, 486-489, 492, 494-495

			guestbook: 56-58, 71, 78-79, 82, 84, 87, 94, 96-97, 99-101, 109, 113, 115, 118, 122, 128-132, 135, 139, 160-163, 165, 176, 178, 184, 186, 189, 191, 193, 195-196, 331-332, 336-339, 341

			H

			hardware: 477

			helm: 56, 85-88, 91-94, 113, 122-126, 140-141, 144, 152, 157, 300, 309, 359, 371-372, 380, 384, 386-387, 486, 488, 494

			hostname: 77, 156, 170, 191, 195

			hostpath: 398-399, 410

			hosts: 24, 72, 76-77, 79, 148, 170, 175, 185, 312

			host-volume: 398, 400, 408, 427

			html: 131, 197-199, 202-204, 473, 480, 492-493

			http: 10, 21, 99, 104, 130-131, 145-146, 155-156, 162-163, 168-170, 174, 316, 346, 348, 350-351, 429-430, 442-443, 447, 461

			I

			identity: 250-255, 257-262, 264, 267-271, 291-294, 296-297, 300, 302-303, 310, 322-323, 357, 359-371, 437-438

			ingress: 24, 156-157, 160-166, 168-170, 172-174, 176, 273, 336, 347-349, 488

			instance: 38, 60, 89, 102, 133, 146, 157, 165, 185, 189, 221, 230, 242-244, 253, 260, 287-288, 292, 312, 362, 376, 399, 458-459, 463, 466, 477

			integration: 13, 24-25, 38, 119, 160-161, 229, 231-232, 461, 463

			interface: 28, 42, 110, 156, 290, 315, 357

			interfaces: 166, 176

			internet: 155, 311, 313-314, 336, 389

			isolation: 11

			J

			java: 463

			javascript: 11, 452

			jenkins: 14

			jobs: 476-477, 490, 493

			json: 55, 67, 121, 275, 444, 453-455, 469

			K

			kanban: 13

			keda: 432, 447-448, 455-461, 496

			keys: 274, 289, 306, 340, 437, 450

			keyvault: 303, 307-308

			keyword: 29, 276

			kind: 44-46, 59, 66-67, 72, 76, 78, 82, 88, 102, 135, 162, 168-169, 174, 199-200, 242-244, 263, 267, 269, 280, 283, 285, 302-303, 305-306, 332, 339, 345, 347, 349, 374-375, 377-378, 396-399

			kube: 42, 327-328

			kubectl: 42-43, 47-49, 51, 59, 62-63, 65-67, 70-75, 77-78, 82-83, 85, 87-88, 90, 92, 94, 96-103, 105-106, 109-126, 129-130, 134, 136-144, 146-152, 161, 163-164, 166, 168, 170-172, 175-176, 178-181, 185-190, 194-196, 198, 200-209, 213, 223, 225-226, 241-244, 247-249, 257, 262, 267-270, 276-278, 280-281, 284, 286-287, 289, 294, 300, 302-304, 306-309, 312, 318, 320, 324, 328-329, 332, 336-337, 341, 343, 345-346, 348, 350-351, 370, 372-374, 376-378, 385-386, 400-401, 407-408, 419, 424, 427, 436, 440-441, 446-447, 455-458, 460, 488-489

			kubeless: 431

			kubenet: 315

			kubernetes: 7-10, 14, 20-25, 27-31, 38-39, 42, 44, 48-51, 55-57, 60-61, 64, 69, 71-73, 79-81, 83-91, 94, 96, 98, 100-102, 110, 112-114, 116-119, 122-123, 126-128, 130-132, 134-140, 142, 147-150, 153, 155-157, 160-163, 165-169, 174, 176-178, 180, 183-186, 188-189, 195-198, 203-205, 209, 213, 219-220, 223, 225-226, 229-231, 235, 238, 240-241, 249-252, 254, 265, 267, 270-271, 273-277, 279-284, 287-291, 294, 301, 304-306, 308-312, 315-317, 321, 324, 327-330, 332, 336, 340, 343, 352, 355-358, 360, 373, 380-381, 386-387, 389-391, 397, 399-402, 404-405, 407, 412, 415, 417-419, 423, 427-428, 430-433, 442, 445-446, 455-456, 458-461, 464-466, 481, 485, 487, 495-496

			kusto: 218

			L

			label: 60, 77, 184, 267, 269-270, 345, 347-349, 373

			layer: 21-22, 155, 157, 274, 312

			level: 8, 13, 213, 266, 284

			lifecycle: 253, 464

			linux: 8, 14, 16, 19, 40, 47, 116, 328

			load: 23-24, 49, 70-72, 81-84, 87, 95, 102-104, 118, 126, 157, 197, 205, 207, 286, 330, 332-336, 401, 419, 447

			loadbalancer: 46, 50, 81-82, 98, 114, 118-119, 200, 316, 332, 339, 401, 419, 488

			localhost: 21, 191-192, 195

			logging: 12, 192, 196, 268, 289

			M

			management: 25, 29, 166, 185, 209, 297, 368-369, 389, 412, 429

			manager: 28, 56, 85, 94, 176, 371

			mariadb: 87-89, 91, 122-125, 148, 355, 384-385

			master: 23-24, 58-61, 63-64, 67-69, 71-75, 77, 86-87, 134, 139, 192, 300, 311, 371, 376, 465

			master-slave: 75

			maxmemory: 64-66, 69-70

			maxreplicas: 102

			memory: 45-46, 60-61, 68, 76, 79, 87, 96, 135-136, 185, 206-207, 209, 214

			message: 34, 41, 112, 158, 160, 172, 188, 193-195, 248, 377-378, 392-394, 429-430, 457-458

			microservice: 11

			microsoft: 8, 14, 22, 25, 28-29, 46, 157, 166, 218, 247, 255-257, 267, 269, 290, 312, 315-316, 324, 357, 359-360, 371, 374-375, 377-378, 390, 405, 412, 415, 432, 440-441, 450, 464, 487

			minor: 78, 113

			mkdir: 328, 442, 451

			model: 9-10, 55, 157, 315, 431-432

			monitor: 25, 29, 39, 96, 104, 107, 109, 128, 138-139, 151, 176-178, 197, 201, 205, 213, 215, 222, 226, 304, 307, 374, 385, 387, 390-391, 407, 428, 451, 496

			mount: 41, 69, 89, 92, 128, 139, 150-151, 198, 285-287, 301, 303, 305, 308

			multi-tier: 57, 84

			mysql: 85, 226, 352, 355-357, 373, 375-381, 384-387

			N

			namespace: 21, 74, 94, 179-181, 183, 187, 208, 214, 231, 240-241, 243-244, 248-249, 257, 277, 360, 370, 386, 418, 421, 426, 456

			network: 10, 21, 24, 72, 85, 87-88, 158, 160-161, 212, 309-317, 322, 326, 330, 336, 341, 343-344, 348-352, 412, 495

			newgrp: 438

			nginx: 197, 199-200, 202-204, 283, 285, 303, 306, 345, 397-398, 473

			node: 22-24, 32, 36, 38, 72, 80, 88, 107-108, 110-112, 127-129, 131-135, 137-140, 146-150, 152-153, 181, 183, 185, 205-207, 214-215, 219-220, 254, 284, 287-288, 314, 323, 333, 390, 399, 410, 431, 437, 452

			nodepool: 110, 112

			nodeport: 80, 333, 419-420

			nsgs: 312, 316, 330, 342, 352

			nslookup: 74, 329

			O

			objectname: 302, 305-306

			openfaas: 431

			open-source: 8, 14, 28, 166, 178, 255-256, 290, 316, 357, 387, 430-432, 473

			orchestrator: 8, 10, 20

			P

			paas: 226

			parameters: 60-61, 85, 216, 302, 305, 411

			password: 123-124, 144, 236, 245-246, 252, 274, 384

			patch: 113, 119-122, 126, 373, 401, 407-409, 419

			path: 68-69, 89, 104, 162-163, 165, 170, 174, 199, 351, 398, 411-412, 475

			permissions: 229-231, 235, 240-241, 249, 271, 287, 291, 297, 357, 365-366, 369, 399, 415, 427, 436, 468

			php-redis: 78, 120-121, 184

			platform: 7-8, 14, 20, 27, 274, 290, 389, 428, 431-432, 495

			pod-id: 70, 74, 137, 149, 151

			pod-identity: 261, 270, 293, 309, 370, 386

			pod-managed: 251-258, 268-271, 291, 294, 357, 359-360, 437

			podselector: 347, 349

			policies: 312, 316, 330, 343-344, 349, 351-352, 391

			powershell: 28, 40

			private: 15-16, 18, 23, 164, 188, 252, 266, 274, 311, 314-315, 317, 321-326, 328-330, 333, 343, 352, 433, 437

			probes: 177, 180, 196-197, 200-202, 205, 217

			prometheus: 178

			provider: 87, 91, 140, 257, 273-274, 289-290, 301-302, 305, 310, 360, 431

			pvcs: 90-91, 94, 135, 139-140, 142, 146-147, 152

			python: 11, 442-443, 459

			Q

			queries: 216, 218, 223, 225

			quota: 36, 256, 323

			R

			rbac: 25, 38, 229-231, 235, 238, 240, 242-246, 249-250, 274, 284, 399

			readiness: 141, 177, 180-181, 196-197, 200-203, 205, 217

			recover: 127-128, 139, 147, 152-153, 197

			redis: 45-46, 57-61, 63-64, 67-77, 79, 85, 134, 139, 192, 195, 355

			redis-config: 64-66, 68-69

			redis-master: 59-60, 62-64, 67-70, 72-74, 77, 85, 140

			redis-server: 68-69

			region: 31, 170, 175, 259, 263, 292, 295, 356, 362, 367, 448

			registry: 15-16, 18, 185, 188-189, 274, 433-436, 445-446, 456, 465-469, 472-473, 475-478, 480-481, 484-485, 488, 495

			replica: 22, 60, 76-77, 79, 106, 111, 189-190, 458, 460

			replicaset: 22, 56, 62, 64, 115-117, 183-184, 195, 221, 457

			repo: 44, 86, 140, 300, 371, 384, 459, 470-471, 473, 477-478, 488

			repository: 16, 18, 44, 59, 140, 185, 331, 371, 465-466, 470-471, 477-478, 484-486, 488

			requirements: 109, 244

			role-based: 25, 38, 196, 229, 251, 271, 495

			root: 123-124, 176, 194-196, 230

			S

			scalable: 8, 11, 94-95, 126, 131, 135, 139, 273, 432

			script: 28, 113, 119, 201, 384, 459, 489

			secret: 64, 123-124, 144, 170, 273-290, 294, 297-302, 304-310, 358, 368-369, 381-384, 447, 460, 470-472, 480

			secure: 8, 155, 165-166, 173, 175-176, 230, 252, 273-274, 276, 278-279, 287, 289, 311-313, 315-316, 321, 330, 339, 352, 390, 403-404, 415, 495

			security: 21, 155, 176, 196, 230, 233, 237, 245, 271, 274, 309-312, 315-317, 330, 336, 338, 341, 352, 356, 380, 387, 389-391, 393-394, 396, 398, 401-405, 407, 409, 411-417, 419, 422, 424-426, 428, 450, 495-496

			self-hosted: 431, 476-477

			server: 7, 9, 16, 23, 38-39, 73-74, 123, 155, 168-169, 172-174, 185, 192, 195, 197-205, 217, 221, 289, 312-313, 321, 324, 345, 375-381, 384, 412, 473

			serverless: 429-432, 460-461

			sidecar: 22

			smartwhale: 19

			source: 7, 9, 18, 67-68, 129, 162, 168-169, 176, 279, 444, 465

			spec: 44-46, 59, 67-68, 72, 76, 78, 82, 89, 102, 120-121, 162, 168-169, 174, 199-200, 267, 269, 283, 285, 302-303, 305-306, 332, 339, 345, 347, 349, 373-375, 377-378, 396-398, 401, 407-408, 420

			ssh-keygen: 437

			statefulset: 87-90, 122-123

			statefulsets: 87-88, 355-356

			static: 56, 80, 85, 106-107, 158

			strategy: 116, 196, 432, 481

			subnet: 315-316, 322-323, 325-327

			subscription: 24, 29, 132, 257, 288, 322-325, 359, 361, 365-366, 371-372, 391, 393-395, 404, 411, 418, 420, 428, 437, 440, 469

			summary: 25, 52, 94, 126, 153, 176, 226, 250, 271, 310, 352, 387, 404, 428, 461, 495

			sync: 290, 301, 304-306, 309

			syntax: 58, 61, 281

			T

			tags: 123, 480, 485

			target: 103, 327-328, 418

			targetport: 72, 200

			template: 28, 45, 59, 67, 76, 78, 91, 120-121, 267, 269, 297, 369, 373, 396-398, 407-408

			tenant: 301-302, 305, 371-372

			tenantid: 301-302, 305

			third-party: 316

			threat: 390-391, 393, 396, 419-420, 422, 424, 427

			tier: 59-60, 67-68, 72-73, 76, 78-79, 82, 184, 332, 339, 375

			token: 253-254, 275-276, 279-281, 283-284, 450

			tools: 9, 12, 14, 28, 44, 210-211, 321, 436, 441, 461, 463-464

			tracing: 12

			traffic: 11, 21, 23-24, 72-75, 77, 82-83, 85, 94, 155-156, 160, 163, 165, 173, 184-185, 197, 200-203, 205, 316-317, 321, 330, 336, 341-345, 347-352, 378, 415, 448

			trigger: 104, 117, 212, 396, 401-402, 415, 420, 430, 443, 447, 453, 457, 461, 473, 475, 493

			troubleshoot: 8, 212

			U

			ubuntu: 437, 441-442

			unavailable: 127-128, 217

			update: 18, 60, 85, 110, 112-113, 115-116, 122-124, 170, 189-191, 229, 232, 336, 341, 419, 436, 438, 441, 465, 468

			upgrade: 11, 21-22, 25, 38-39, 95-96, 112-114, 116-117, 122, 124-126, 372, 393, 488

			user: 8, 16, 18, 28, 88, 144, 150, 155, 229, 233, 235-242, 244-250, 253, 264, 275, 284, 290, 314, 358, 365-366, 384, 387, 438, 440, 450

			V

			valid: 16, 172, 175, 480

			variables: 69, 183, 222, 224, 226, 282-285, 287-288, 305, 309-310, 475-476, 480

			vault: 250-252, 270-271, 273-274, 289-291, 294-306, 308-310, 358-359, 367-371, 381-382

			verifying: 70, 78, 229, 245, 258, 262, 282, 294, 347, 437, 439, 456-457

			version: 11, 13, 21-22, 31, 38-39, 63, 116-117, 122-125, 128, 155, 163, 200, 288-289, 382, 430, 442, 473, 478, 480-481, 491-492, 494

			virtual: 23-24, 38, 84-85, 95, 127, 132, 158, 160, 252-254, 311, 314, 316, 357, 375, 433, 477

			vmware: 8

			vnet: 158, 161, 314-315, 322-324, 326, 328-330, 333

			W

			warning: 158, 220, 402

			web-based: 29

			web-server: 200, 345, 347-349

			whalesay: 16, 18

			whatismyip: 338

			window: 108, 131, 139, 146, 245, 259, 292, 369, 489, 492

			wordpress: 56, 86-88, 91, 93-94, 122-124, 139-144, 146, 148, 151-152, 273, 356, 380-381, 384-387, 486, 496

			workflow: 14, 464, 474-477, 479-483, 488-490, 493

			workload: 21, 23, 95, 107, 128, 131, 153, 184, 218, 312, 315-316, 330, 336, 343, 352, 356, 389-391, 399-400, 406

			wp-mariadb: 122-123, 141

			Z

			zones: 31, 158, 325
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chaptere4$ kubectl get pods

NAME READY  STATUS RESTARTS  AGE

frontend-766d4f77cb-51tc2 1/1 Running @ 3ml5s
frontend-766d4f77cb-r4m7k 1/1 Running @ 3ml5s
frontend-766d4f77cb-swéb4 1/1 Running @ 3ml5s
redis-master-f46ff57fd-wmsn5 1/1 Running @ 3ml6s
redis-replica-5bc7bcc9c4-n9gjt  1/1 Running @ 3m15s
redis-replica-5bc7bcc9c4-w2ld4 1/1 Running @ 3m15s
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapter13$ kubectl get service -n kubernetes-dashboard
NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE
dashboard-metrics-scraper ClusterIP 10.0.53.98 <none> 8000/TCP 3m30s
kubernetes-dashboard LoadBalancer 10.0.187.130 20.190.3.178  443:31673/TCP 3m31s
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user@Azure:~/Hands-0On-Kubernetes-on-Azure/Chapter1i1$ kubectl exec -it web-server-a -- \
> wget -q0- -T 2 http://10.240.0.42
<!DOCTYPE html>
<html>
<head>
<title>Welcome to nginx!</title>
<style>
body {
width: 35em;
margin: @ auto;
font-family: Tahoma, Verdana, Arial, sans-serif;

}
</style>

</head>

<body>

<h1>Welcome to nginx!</h1>

<p>If you see this page, the nginx web server is successfully installed and
working. Further configuration is required.</p>

<p>For online documentation and support please refer to
<a href="http://nginx.org/">nginx.org</a>.<br/>
Commercial support is available at

<a href="http://nginx.com/">nginx.com</a>.</p>

<p><em>Thank you for using nginx.</em></p>
</body>

</html>
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user@Azure:~/Hands-0On-Kubernetes-on-Azure/Chaptere4$ kubectl apply -f guestbook-all-in-one.yaml
service/redis-master unchanged

deployment.apps/redis-master unchanged

service/redis-replica unchanged

deployment.apps/redis-replica unchanged

[service/frontend configured

deployment.apps/frontend unchanged
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapteres$ kubectl get nodes
NAME STATUS ROLES AGE VERSION
aks-agentpool-39838025-vmss@00000  Ready agent 86m v1.19.6
aks-agentpool-39838025-vmss@00002  Ready agent 26m v1.19.6
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapter10$ kubectl get azureidentity
NAME AGE
csi-to-key-vault 44s
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Pod Template:
Labels: app=guestbook
tier=frontend

Containers:
php-redis:
Image: ger.io/google-samples/gb-frontend:v4
Port: 80/TCP
Host Port: @/TCP
Requests:
cpu: 1em

memory: 1@Mi
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapter10$ kubectl describe pod secret-using-env | grep Node
Node: aks-nodepool1-36910094 10.240.0.35
Node-Selectors: <none>
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<?php

error_reporting(E_ALL);
ini_set('display_errors', 1);

require 'Predis/Autoloader.php’;
Predis\Autoloader::register();

if (isset($_GET['cmd']) === true) {
$host = 'redis-master';
if (getenv('GET_HOSTS_FROM') == ‘env') {
$host = getenv('REDIS_MASTER_SERVICE_HOST');
}

header('Content-Type: application/json');

if ($_GET['cmd'] == 'set') {
$host = 'localhost’;
if(!defined('STDOUT')) define('STDOUT', fopen('php://stdout’, 'w'));
fwrite(STDOUT, "hostname at the beginning of 'set' command ");
fwrite(STDOUT, $host);
fwrite(STDOUT, "\n");

$client = new Predis\Client([
‘scheme' => 'tcp’',
'host’ => $host,
‘port'  => 6379,

s
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apiVersion: vi1
kind: service
metadata
name: frontend
labels
app: guestbook
tier: frontend
spec
type: LoadBalancer
ports
port
selector
app: guestbook
tier: frontend
loadBalancerSourceRanges
108.85.111.151/32
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index.html
. NillsF Update index.html Latest commit 6490ead now ) History

A 1 contributor

8 lines (8 sloc) = 97 Bytes Raw  Blame g

1 <html>

2 <head>

3 <title>Version 1</title>
4 </head>

5 <body>

6 <h1>version 1</h1>

7 </body>

8  </html>
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapter13$ kubectl apply -f https://raw.githubusercontent.com/kuberne
tes/dashboard/v2.0.08/aio/deploy/recommended.yaml

namespace/kubernetes-dashboard created

serviceaccount/kubernetes-dashboard created —F
service/kubernetes-dashboard created

secret/kubernetes-dashboard-certs created

secret/kubernetes-dashboard-csrf created

secret/kubernetes-dashboard-key-holder created

configmap/kubernetes-dashboard-settings created
role.rbac.authorization.k8s.io/kubernetes-dashboard created
clusterrole.rbac.authorization.k8s.io/kubernetes-dashboard created
rolebinding.rbac.authorization.k8s.io/kubernetes-dashboard created
clusterrolebinding.rbac.authorization.k8s.io/kubernetes-dashboard created
deployment.apps/kubernetes-dashboard created

service/dashboard-metrics-scraper created

deployment.apps/dashboard-metrics-scraper created
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Remediate resources

Remediating 1 resource

This action will define authorized IP ranges as assigned in the field below, on the
selected resources. These IP address ranges are usually address ranges used by your on-

premises networks or public IPs.

The rules can take up to 2 minutes to propagate. Please allow up to that time when
testing the connection.

Parameters
Authorized IP Ranges

Selected resources

a5 handsonaks
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chaptere3$ kubectl get all

NAME READY STATUS RESTARTS  AGE
pod/redis-master-f46ff57fd-bs8cjp 1/1 Running @ 16m

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE
service/kubernetes ClusterIP 10.0.0.1 <none> 443/TCP 38h
NAME READY UP-TO-DATE AVAILABLE AGE
deployment.apps/redis-master 1/1 3 1 16m

NAME DESIRED CURRENT READY  AGE

replicaset.apps/redis-master-f46ff57fd 1 a 1t 16m





OEBPS/image/B17338_07_04.jpg
user@Azure:~/Hands-0On-Kubernetes-on-Azure/Chaptere7$ kubectl describe pod frontend-766d4f77cb-dségb
Name: frontend-766d4f77cb-dségb

Namespace: default

Priority: ]

Node: aks-agentpool-39838025-vmss@00000/10.240.0.4
Start Time: Tue, 26 Jan 2021 02:10:33 +0000

Labels: app=guestbook

pod-template-hash=766d4f77cb
tier=frontend
Annotations: <none>

Status: Running
IP: 10.244.0.44
IPs:
IP: 10.244.0.44
Controlled By: ReplicaSet/frontend-766daf77cb
Containers:

php-redis:
Container ID: containerd://f202cofc671be873362ff3a097c30193b04182ffdd1f5065aeb9b5daac724762

Image: ger.io/google-samples/gb-frontend:va
Image ID: sha256:c8cb3a8f677bc4b7fb210d98368dae7b6268451897d43ebbc4add5265574b610
Port: 80/TCP
Host Port: o/TCP
State: Running
Started: Tue, 26 Jan 2021 02:10:34 +0000
Ready: True
Restart Count: o
Requests:
cpu: 1em
memory: 1@Mi
Environment:
GET_HOSTS_FROM: dns
Mounts:

/var/run/secrets/kubernetes.io/serviceaccount from default-token-ktle6 (ro)
Conditions:

Type Status
Initialized True

Ready True

ContainersReady  True

PodScheduled True

Volumes:
default-token-ktle6:
Type: Secret (a volume populated by a Secret)

SecretName: default-token-ktl66
Optional: false

QoS Class: Burstable
Node-Selectors: <none>
Tolerations: node.kubernetes.io/memory-pressure:NoSchedule op=Exists

node.kubernetes.io/not-ready:NoExecute op=Exists for 3ees
node.kubernetes.io/unreachable:NoExecute op=Exists for 3@@s
Events:
Type Reason Age  From Message
Normal Scheduled 5em  default-scheduler Successfully assigned default/frontend-766d4f77cb-dségb to
aks-agentpool-39838025-vmss000000

Normal Pulled 5em  kubelet Container image “"gcr.io/google-samples/gb-frontend:v4" alr|
eady present on machine
Normal Created 49m  kubelet Created container php-redis

Normal Started 49m  kubelet Started container php-redis
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user@Azure:~/Hands-0On-Kubernetes-on-Azure/Chapter10$ kubectl get -o yaml secrets/myapi-url-token
apiversion: vi
data:
secrettoken.txt: c3VwzZXITZWNyZXRUb2tlbgo=
secreturl.txt: aHROcHM6Ly9teS11cmwtbG9jYXRpb24udGOwc2VjcmveLmNvbQo=
kind: Secret
metadata:
creationTimestamp: "2021-01-31T03:32:11Z"
managedFields:
- apiversion: vi
fieldsType: Fieldsvi
fieldsvi:
f:data:
- {Y
f:secrettoken.txt: {}
f:secreturl.txt: {}
f:type: {}
manager: kubectl-create
operation: Update
time: "2021-01-31T03:32:11Z"
name: myapi-url-token
namespace: default
resourceVersion: "59163"
selfLink: /api/vl/namespaces/default/secrets/myapi-url-token
uid: 82027703-dda6-449f-a999-7e0017365662
type: Opaque
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azureuser@vm-handsonaks:~/Hands-0On-Kubernetes-on-Azure/Chapter11$ curl 40.64.65.202
curl: (7) Failed to connect to 40.64.65.202 port 80: Connection timed out
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user@Azure:~/Hands-0On-Kubernetes-on-Azure/Chaptere2$ kubectl get all

NAME READY  STATUS RESTARTS AGE
pod/azure-vote-back-5f8bd8b-4wblf 1/1 Running @ 5m54s
pod/azure-vote-front-7797fb8fsd-f2q7t 1/1 Running @ 5m54s

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S)
service/azure-vote-back ClusterIP 10.0.221.93 <none> 6379/TCP
service/azure-vote-front LoadBalancer 10.0.220.156 20.72.205.222 80:32248/TCP
service/kubernetes ClusterIP 10.0.0.1 <none> 443/TCP
NAME READY  UP-TO-DATE AVAILABLE AGE
deployment.apps/azure-vote-back 1/1 1 1 5m54s
deployment.apps/azure-vote-front  1/1 ak 1 5m54s

NAME DESIRED CURRENT READY  AGE
replicaset.apps/azure-vote-back-5f8bd8b a | 1 1l 5m54s

replicaset.apps/azure-vote-front-7797fb8fsd 1 ! 1l 5m54s

AGE
5m54s
5m54s
13h
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Home > Container registries >

& Create container registry

Basics  Networking Encryption  Tags  Review + create

Azure Container Registry allows you to build, store, and manage container images and artifacts in a private registry for all
types of container deployments. Use Azure container registries with your existing container development and deployment
pipelines. Use Azure Container Registry Tasks to build container images in Azure on-demand, or automate builds triggered by
source code updates, updates to a container's base image, or timers. Learn more

Project details

Subscription * l Azure subscription 1 v l
L Resource group * l (New) Functions-KEDA v l
Create new

Instance details

Registry name * l handsonaksbook v l

.azurecr.io
Location * l West US 2 v l
Availability zones @ ‘:‘ Enabled

@ Availability zones are enabled on premium registries and in regions that
support availability zones. Learn more

SKU* © [ Basic v

< Previous Next: Networking >
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Home »

@ agic

Application gateway

P Search (Ctrl+/) «

@ Overview

@ Activity log

A2 Access control (IAM)
@ Tags

/? Diagnose and solve problems
Settings
& Configuration

@ Web application firewall

]E] Delete O Refresh
A Essentials

Resource group (change)
agic

Location

West US 2

Subscription (change)
Azure subscription 1

Subscription ID
ede7a1e5-4121-427f-876e-e100eba989a0

Tags (change)
Click here to add tags

View Cost | JSON View
Virtual network/subnet
agic-vnet/agic-subnet

Frontend public IP address
20.190.11.164 (nf-aks-book.westus2.cloudapp.azure.com)

Frontend private IP address
Tier
Standard V2
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapter14$ kubectl get hpa -w

NAME

keda-hpa-js-queue
keda-hpa-js-queue
keda-hpa-js-queue
keda-hpa-js-queue
keda-hpa-js-queue
keda-hpa-js-queue
keda-hpa-js-queue
keda-hpa-js-queue

REFERENCE

Deployment/js-queue
Deployment/js-queue
Deployment/js-queue
Deployment/js-queue
Deployment/js-queue
Deployment/js-queue
Deployment/js-queue
Deployment/js-queue

TARGETS
<unknown>/5 (avg)
274/5 (avg)
21175em/5 (avg)
110750m/5 (avg)
85467m/5 (avg)
75067m/5 (avg)
e/5 (avg)
<unknown>/5 (avg)

MINPODS

RRRRRRRR

MAXPODS
15
15
15
15
15
15
15
15

REPLICAS
o

1

4

8

15

15

15

o

AGE
74m
74m
74m
75m
75m
75m
75m
76m
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user@Azure:~/Hands-0On-Kubernetes-on-Azure/Chapter10$ kubectl delete -f pod-keyvault-env.yaml

pod “csi-demo-env" deleted
user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapter10$ kubectl get secret

NAME TYPE

csi-secrets-store-provider-azure-token-8cmok kubernetes.io/service-account-token
default-token-xphvc kubernetes.io/service-account-token
secrets-store-csi-driver-token-c44td kubernetes.io/service-account-token

sh.helm.release.vl.csi-secrets.vl helm.sh/release.vl

DATA

B ww

AGE
126m
23h
126m
126m
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chaptere4$ kubectl get hpa -w

NAME

frontend-scaler
frontend-scaler
frontend-scaler
frontend-scaler
frontend-scaler

REFERENCE

Deployment/frontend
Deployment/frontend
Deployment/frontend
Deployment/frontend
Deployment/frontend

TARGETS
10%/50%
10%/50%
10%/50%
10%/50%
10%/50%

MINPODS

RRRR R

MAXPODS
10
10
10
10
10

REPLICAS

AGE
21m
pA ]
26m
3em
ExL]
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% nillsf2 / Hands-on-Kubernetes-on-Azure-Third-Edition

forked from PacktPublishing/Hands-on-Kubernetes-on-Azure-Third-Edition

<> Code 1% Pull requests ® Actions [ Projects 07 wiki © Security
Hands-on-Kubernetes-on-Azure-Third-Edition / .github / workflows /  pipeline.yaml
<> Edit file ® Preview changes Spaces & 2 %  Nowrap
1 # This is a basic workflow to help you get started with Actions
2
3 name: Pipeline
4 # Controls when the action will run.
5 on:
6 # Triggers the workflow on push or pull request events but only for the main branch
7 push:
8 branches: [ main ]
9 paths:
10 - Chapter15/**
1 - .github/workflows/pipeline.yaml
12 # Allows you to run this workflow manually from the Actions tab
13 workflow_dispatch:
14 # Env to set reusable variables
15 env:
16 ACRNAME: handsonakspipeline
17 # A workflow run is made up of one or more jobs that can run sequentially or in parallel
18  jobs:
19 # This workflow contains a single job called “build"
20 Bk
21 # The type of runner that the job will run on
22 runs-on: ubuntu-latest
23
24 # Steps represent a sequence of tasks that will be executed as part of the job
25 steps:
26 # Checks-out your repository under $GITHUB_WORKSPACE, so your job can access it
27 - name: Git checkout
28 uses: actions/checkout@2

®Watch ~ 0 ¢ star | 0 Y Fork | 2
|2 Insights
s Marketplace Documentation
- azure login

Marketplace / Search results

A

A

Azure Login
By Azure (3
Authenticate to Azure and runyour Az CLIor £

Azure Container Registry ws
Login

By Azure (D

Log in to Azure Container
Registry (ACR) or any private
container registry

Microsoft Azure Container Y2
Registry Login

By elgohr

Logs into ACR and provides

Docker credentials

Previous | Next
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Microsoft Azure DEFAULT DIRECTORY

Home >

Kubernetes services x X
Default Directory

—+ Add v £33 Manageview v () Refresh { Exportto CSV %5 Open query | B Assign tags ‘ Q Feedback

-+ Add Kubernetes cluster | .
‘ Fl Type == all Resource group == all X Location == all X Ty Add filter

—+ Register a Kubernetes cluster with Azure Arc ‘

ShowingOto0orOTecords. l No grouping v l l List view v

Name T Type ™ Resource group T, Kuberne... 1™ Location T, Subscription Ty,

No Kubernetes services to display

Use Azure Kubernetes Service to create and manage Kubernetes clusters. Azure will handle cluster operations, including
creating, scaling, and upgrading, freeing up developers to focus on their application. To get started, create a cluster with
Azure Kubernetes Service.

1 earn more &





OEBPS/image/B17338_07_19.jpg
user@zure:~/Hands-0On-Kubernetes-on-Azure/Chapter@7$ kubectl exec serverl-698686949-tffwp -- \
> mv /usr/share/nginx/html/index.html \

> /usr/share/nginx/html/index1.html

user@Azure:~/Hands-On-Kubernetes-on-Azure/Chaptere7$ kubectl get pods -w

NAME READY  STATUS RESTARTS  AGE
serverl-698686949-tffwp 1/1 Running @ 2m3es
server2-6c9f779df7-k7gm7  1/1 Running @ 2m3es

serverl-698686949-tffwp e/1 Running @ pLEER
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Home > handsonakspipeline >

website/website
Repository

() Refresh [ii] Delete repository
A Essentials

Repository
website/website

Last updated date
2/27/2021, 11:08 AM PST

Tag count
1

Manifest count
1

P Search to filter tags ...

Tags ™

16
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user@Azure:~/Hand§:On-Kuber;etes-on-Azure/Chabter12$ kubecti get bods -w

NAME

wp-wordpress-99f458496-pslcz
wp-wordpress-99f458496-pslcz
wp-wordpress-99f458496-pslcz
wp-wordpress-99f458496-pslcz
wp-wordpress-99f458496-pslcz

READY
/1
/1
/1
/1
1/1

STATUS RESTARTS  AGE

Pending @ 3s
Pending @ 10s
ContainerCreating @
Running [}
Running [}

10s
78s
2m17s
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Home > Key vaults > Create key vault >

Add access policy

Add access policy

Configure from template (optional)

l

2
Key permissions
l 0 selected v ]
Secret permissions
l 0 selected v l
Certificate permissions
l 0 selected v ]

Select principal *

None selected

Authorized application @

None selected

Principal

Select a principal

l £ aso-mi

aso-mi
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Selected

Selected items
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3ac98dc7-ef67-44d8-8557-d196cd8e5b67

Remove
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JSON View

: ASO
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chaptere3$ kubectl create -f redis-replica-service.yaml
service/redis-replica created

user@Azure:~/Hands-On-Kubernetes-on-Azure/Chaptere3$ kubectl get service

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE
kubernetes ClusterIP 10.0.0.1 <none> 443/TCP 43h
redis-master ClusterIP 10.0.106.207 <none> 6379/TCP 23m

redis-replica ClusterIP 10.0.133.171 <none> 6379/TCP Ss
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Affected Components
Handle according to remediation steps and re-deploy.
|/O bearch to filter items... |
Component Id Component Name Component Type
‘ default/host-volume-658c-- host-volume-658c45948f... Pod
‘ default/escalation-66f449d... ~escalation-66f449dc55-x... Pod
‘ default/alert-test-66dbbb7-..  alert-test-66dbbb7b78-k... Pod
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chaptere7$ ./testWeb.sh 52.250.77.43
server 1:

] o 2]
server 2:

50 100 450
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handsonaks@devMachine: $ func init --docker
Select a number for worker runtime:

1. dotnet

2. node

3. python

4. powershell

5. custom

Writing requirements.txt

Writing .gitignore

Writing host.json

Writing local.settings.json

Writing /home/handsonaks/http/.vscode/extensions.json
Writing Dockerfile

Writing .dockerignore
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Home > Security Center » Digital currency mining activity (Preview) >
Security alert =
2517888645917388706_723afb73-82d3-4eec-bf5b-cf36dd6edd7a

O Digital currency mining activity (Preview)

Low 3% Active

Severity Status Activity time

Alert description
Analysis of DNS transactions from %{CompromisedEntity} detected digital currency mining
activity. Such activity, while possibly legitimate user behaviour, is frequently performed by

attackers following compromise of resources. Typical related attacker activity is likely to include
the download and execution of common mining tools.

Affected resource

9
Azure subscription 1
Subscription

MITRE ATT&CK® tactics @

* Exfiltration

w7 ® 02/15/21, 04:43 PM (UTC-8)...

Alert details  Take action

DomainName

pool.supportxmr.com

Answers

192.110.160.114,107.178.104.10

Detected by

== Microsoft

Related entities

~ @ ons
Server IP Host IP Domain name P
10.171.156.15 pool.supportxmr.com
v B Host (1)

A E IP (3) Includes Geo & Threat Intelligence

Address State City ASN Latitude
10.171.156.15 United States. Phoenix 53755 33.43202
192.110.160.114

107.178.104.10 United States Phoenix 53755 33.43202

Longitude

-112.01242

-112.01242
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Home > Storage accounts >

Create storage account

Basics  Networking Data protection ~ Advanced  Tags  Review + create

Azure Storage is a Microsoft-managed service providing cloud storage that is highly available, secure, durable, scalable, and
redundant. Azure Storage includes Azure Blobs (objects), Azure Data Lake Storage Gen2, Azure Files, Azure Queues, and Azure
Tables. The cost of your storage account depends on the usage and the options you choose below.

Learn more about Azure storage accounts &'

Project details

Select the subscription to manage deployed resources and costs. Use resource groups like folders to organize and manage all
your resources.

Subscription * l Azure subscription 1 v l
L Resource group * l Functions-KEDA v l
Create new

Instance details

The default deployment model is Resource Manager, which supports the latest Azure features. You may choose to deploy
using the classic deployment model instead. Choose classic deployment model

Storage account name * @ l handsonaks \/]
Location * [ (us) West us 2 v
Performance © @ Standard O Premium

Account kind © [ storagevz (general purpose v2) v |
Replication © l Locally-redundant storage (LRS) v l

T I
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Requesting a Cloud Shell.Succeeded.
Connecting terminal...

Welcome to Azure Cloud Shell

Type "az" to use Azure CLI
Type "help" to learn about Cloud Shell

Warning: Failed to mount the Azure file share. Your cloud drive won't be available.
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chaptere3$ kubectl get pods

NAME READY  STATUS RESTARTS  AGE
handsonakswp-mariadb-@ 1/1 Running @ 3m4s
handsonakswp-wordpress-856d56c5b5-fwdjz  1/1 Running @ 3m4s
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Events:
Type Reason Age

Normal  Scheduled ELENES
to aks-agentpool-39838025-vmsse00002
Warning FailedAttachvolume 3m31s

From Message

default-scheduler Successfully assigned default/wp-wordpress-6f7c4f85b5-1czvx

attachdetach-controller Multi-Attach error for volume "pvc-848e@fc5-eddb-4765-aaed-

44f014d6997" Volume is already used by pod(s) wp-wordpress-6f7c4f85b5-wp7qt

Warning FailedMount 88s.

kubelet Unable to attach or mount volumes: unmounted volumes=[wordpl

ess-data], unattached volumes=[wordpress-data default-token-kt166]: timed out waiting for the condition
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handsonaks@devMachine:~/js-queue$ kubectl create ns keda

namespace/keda created

handsonaks@devMachine:~/js-queue$ func kubernetes install --keda --namespace keda
Installing KEDA v2 in namespace keda
customresourcedefinition.apiextensions.k8s.io/scaledjobs.keda.sh created
customresourcedefinition.apiextensions.k8s.io/scaledobjects.keda.sh created
customresourcedefinition.apiextensions.k8s.io/triggerauthentications.keda.sh created
serviceaccount/keda-operator created
clusterrole.rbac.authorization.k8s.io/keda-external-metrics-reader created
clusterrole.rbac.authorization.k8s.io/keda-operator created
rolebinding.rbac.authorization.k8s.io/keda-auth-reader created
clusterrolebinding.rbac.authorization.k8s.io/keda-hpa-controller-external-metrics created
clusterrolebinding.rbac.authorization.k8s.io/keda-operator created
clusterrolebinding.rbac.authorization.k8s.io/keda:system:auth-delegator created
service/keda-metrics-apiserver created

deployment.apps/keda-metrics-apiserver created

deployment.apps/keda-operator created
apiservice.apiregistration.k8s.io/vlbetal.external.metrics.k8s.io created

KEDA v2 is installed in namespace keda
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Every 2.0s: kubectl get nodes cc-9c4498d9-69cbc6fb69-n2kdc: Sat Feb 6 23:57:16 2021

Unable to connect to the server: dial tcp 20.59.49.243:443: i/o timeout
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user@Azure:~/Hands-0On-Kubernetes-on-Azure/Chapterl5$ az aks update -n handsonaks \
> -g rg-handsonaks --attach-acr handsonakspipeline
The behavior of this command has been altered by the following extension: aks-preview
AAD role propagation done[ ] 1ee.e000%{
"aadProfile": null,
"addonProfiles": {
"KubeDashboard": {
"config": null,
"enabled": false,
"identity": null
1,
"azurepolicy": {
"config": {
"version": "v2"

¥
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Non-terminated Pods: (11 in total)
Namespace Name CPU Requests CPU Limits Memory Requests Memory Limits | AGE
default server1-698686949-4594b o (%) o (o%) o (%) o (o%) 1em
default server2-6c9f779df7-x7wcd o (0%) 0 (0%) o (o%) 0 (0%) 1em
Kkube-system coredns-autoscaler-5b6cbd75d7-8h548 20m (1%) o (0%) 10Mi (e%) o (0%) 2d22h
Kkube-system coredns-b94dgb788-6nhmm 100m (5%) e (0%) 7oMi (1%) 170Mi (3%) 2d22h
kube-system coredns-b94dsb788-fhjsc 100m (5%) 0 (0%) 7eMi (1%) 170Mi (3%) 2d22h
kube-system ingress-appgw-deployment-6b7cf64577-4qfrg | 10em (5%) 700m (36%) 20Mi (%) 100Mi (2%) 19h
Kkube-system Kkube-proxy-4b7f9 100m (5%) e (0%) o (0%) o (0%) 2d23h
kube-system metrics-server-77c8679d7d-bkbca a4m (2%) o (0%) S5Mi (1%) o (0%) 2d22h
kube-system omsagent-q7sgf 75m (3%) 250m (13%) 225Mi (4%) 600Mi (13%) | 2d23h
kube-system omsagent-rs-7477b9d5d5-r2vas 15em (7%) 1 (52%) 25eMi (5%) 1Gi (22%) 2d22h
kube-system tunnelfront-65dd977bdf-trtp9 1em (%) 0 (0%) 6aMi (1%) 0 (0%) 2d22h

Allocated resources:

(Total limits may be over 100 percent, i.e., overcommitted.)

Resource Requests Limits

cpu 699m (36%) 1950m (102%)
memory 764Mi (16%) 2064Mi (45%)
ephemeral -storage o (o%) o (%)
hugepages-16Gi o (o%) o (%)
hugepages-2Mi o (o%) o (%)
attachable-volumes-azure-disk @ °
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. Workbooks

}9 Connect ]E] Delete O Refresh
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Resource group (change)
rg-handsonaks

Status
Succeeded

Location
West US 2

Subscription (change)
Azure subscription 1

Subscription ID
ede7a1e5-4121-427f-876e-e100eba989a0

Tags (change)
Click here to add tags

Properties  Capabi

Kubernetes services

Kubernetes version  1.19.6

Azure AD integration Not enabled

Node pools

[+

Node pools 1 node pool
Kubernetes versions 1.19.6
Node sizes Standard_DS2_v2

Virtual node pools  Not enabled

View Cost | JSON View

Kubernetes version
1.19.6

API server address
handsonaks-dns-e7ffc55b.hcp.westus2.azmk8s.io

Network type (plugin)
Kubenet

Node pools
1 node pool

n Networking

APl server address  handsonaks-dns-

e7ffc55b.hep.westus2.azmk8s.io

Network type (plugin)Kubenet

Private cluster Not enabled
Pod CIDR 10.244.0.0/16
Service CIDR 10.0.0.0/16
DNS service IP 10.0.0.10

Docker bridge CIDR  172.17.0.1/16

HTTP application Not enabled
routing

E Integrations
Container insights  Enabled

Workspace resource  defaultworkspace-ede7atle5-4121-
ID 427f-876e-e100ebad89a0-wus2
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapter@6$ kubectl get certificaterequest
NAME READY  AGE
frontend-tls-p528r False 4s
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Pod Template:
Labels: app=guestbook
tier=frontend

Containers:
php-redis:
Image: ger.io/google-samples/gb-frontend:v3
Port: 80/TCP
Host Port: @/TCP
Requests:
cpu: 1em

memory: 16Mi
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapter1e$ kubectl exec -it secret-using-volume -- sh
# cd /etc/secrets/

# cat secreturl.txt

https://my-url-location.topsecret.com

# cat secrettoken.txt

superSecretToken
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Home > handsonaks

Add role assignment
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handsonaks@devMachine:~/js-queue$ kubectl get pod -n keda

NAME READY STATUS RESTARTS AGE
keda-metrics-apiserver-69c5d9f7-p9ssl  1/1 Running @ 80s
keda-operator-6b687d967d-jcbcj 1/1 Running @ 80s
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A Not secure | https://20.190.3.178

&

Your connection isn't private

Attackers might be trying to steal your information from 20.190.3.178 (for example, passwords,
messages, or credit cards).

NET:ERR_CERT_AUTHORITY_INVALID

Hide advanced

This server couldn't prove that it's 20.190.3.178; its security certificate is not trusted by
your computer's operating system. This may be caused by a misconfiguration or an
attacker intercepting your connection.

Continue to 20.190.3.178 (unsafe)
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user@Azure:~/Hands-0On-Kubernetes-on-Azure/Chapteril$ kubectl create -f deny-all.yaml
networkpolicy.networking.k8s.io/deny-all created
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spec:

LoadBalancer

102 Eype:
ports:
- port: 80
selector:
app: guestbook
tier: frontend
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chaptere7$ ./testWeb.sh 52.250.77.43
server 1:

29 58 261
server 2:

21 42 189
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user@Azure:~/Hands-On-Kuberﬁetes-on-Azure/Chabter95$ kubectl get bods -w

NAME

wp-mariadb-e
wp-wordpress-6f7c4f85b5-4p264
wp-wordpress-6f7c4f85b5-4p264
wp-wordpress-6f7c4f85b5-4p264
wp-mariadb-@

wp-mariadb-@
wp-wordpress-6f7c4f85b5-4p264
wp-mariadb-@
wp-wordpress-6f7c4f85b5-4p264
wp-wordpress-6f7c4f85b5-4p264
wp-mariadb-@
wp-wordpress-6f7c4f85b5-4p264

READY
/1
/1
/1
/1
/1
/1
/1
/1
/1
/1
1'/4°
1/1

STATUS RESTARTS
Pending @
Pending @
Pending @
ContainerCreating
Pending
ContainerCreating
Running

Running

Error

Running

Running

Running

AGE
3s
3s
15s

HOHFOOOOOO®

15s
19s
19s
95s
11es
2m27s
2m28s
2m29s
3m4s
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sendMessages.py
from azure.storage.queue import (
QueueClient,
BinaryBase64EncodePolicy,
BinaryBase64DecodePolicy

)

import os, uuid

|connect_st ="<your storage connection string>"
queue_client = QueueClient.from_connection_string(connect_str, "function")

for i in range(1, 1ee0):
2 message = "Message " + str(i)
iz print("Adding message: " + str(i))
14 queue_client.send_message| 5
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user@Azure:~/Hands-0On-Kubernetes-on-Azure/Chaptere7$ kubectl get pods

NAME READY STATUS RESTARTS AGE

frontend-7c8cb4c59f-pcphb 1/1 Running @ 4am27s
redis-master-f46ff57fd-wkhtb 1/1 Running @ 4m27s
redis-replica-57c8c66cc4-qqlgqs  1/1 Running @ 4am27s
redis-replica-57c8c66cc4-xrt5v  1/1 Running @ 4m27s

user@Azure:~/Hands-0On-Kubernetes-on-Azure/Chaptere7$ kubectl exec -it frontend-7c8cb4c59f-pcphb -- sh

#1
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D coredns kube-system Q22 2
D coredns-autoscaler kube-system Q11 1
D metrics-server kube-system Q11 1
D omsagent-rs kube-system Q11 1
D tunnelfront kube-system Q11 1
D azure-vote-back default Q11 1
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapter10$ echo 'c3VWwZXITZWNyZXRUb2tlbgo=' | base64 -d
superSecretToken

user@Azure:~/Hands-0On-Kubernetes-on-Azure/Chapter10$ echo 'aHROcHM6ELy9teS1zZWNyZXQtdXIsLWxvY2F@al
9uLnRvcHN1Y3J1dC5jb2eK' | base64 -d

https://my-secret-url-location.topsecret.com
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user@Azure:~/Hands-0On-Kubernetes-on-Azure/Chapteres$ kubectl get nodes
NAME STATUS ROLES AGE VERSION
aks-agentpool-39838025-vmss@00000  Ready agent 82m v1.19.6
aks-agentpool-39838025-vmss@00002  Ready agent 22m v1.19.6
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user@Azure:~/Hands-0On-Kubernetes-on-Azure/Chapterll$ curl icanhazip.com
40.78.15.47
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agentpool System Succeeded 1.196 None Linux

T 5
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% nillsf2 / Hands-on-Kubernetes-on-Azure-Third-Edition

forked from PacktPublishing/Hands-on-Kubernetes-on-Azure-Third-Edition
<> Code 1% Pull requests ® Actions [ Projects 01 wiki © security

Hands-on-Kubernetes-on-Azure-Third-Edi

n / .github / workflows /| pipeline.yaml

<> Edit file ® Preview changes Spaces & 2 %  Nowrap
1 # This is a basic workflow to help you get started with Actions
2
3 name: Pipeline
4 # Controls when the action will run.
5 on:
6 # Triggers the workflow on push or pull request events but only for the main branch
7 push:
8 branches: [ main ]
o paths:
10 - Chapter15/*x
11 - .github/workflows/pipeline.yaml
12 # Allows you to run this workflow manually from the Actions tab
13 workflow_dispatch:
14 # Env to set reusable variables
15 env:
16 ACRNAME: handsonakspipeline
17 # A workflow run is made up of one or more jobs that can run sequentially or in parallel
18 jobs:
19 # This workflow contains a single job called "build"
20 I
21 # The type of runner that the job will run on
22 runs-on: ubuntu-latest
23
24 # Steps represent a sequence of tasks that will be executed as part of the job
25 steps:
26 # Checks-out your repository under $GITHUB_WORKSPACE, so your job can access it
27 - name: Git checkout
28 uses: actions/checkout@v2
29
30 - name: az CLT login
31 uses: azure/login@vl
32 with:
33 creds: ${{ secrets.AZURE_CREDENTIALS }}

34

®Watch ~ 0 ¢ star | 0 % Fork | 2

|2 Insights

o

in main Start commit ~

Marketplace Documentation
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ByAure @ ©vi 6o

Authenticate to Azure and runyour Az CLI or AzPo
werShell based Actions or scripts. github.com/Azu
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View full Marketplace listing

Installation
Copy and paste the following snippet into your .ym1
file.

Version: v1 v (]

- name: Azure Login

uses: Azure/login@vi

with:
# Paste output of “az ad sp create-fc
creds:
# Set this value to true to enable Az
enable-AzPSSession: # optional
# Name of the environment. Supported
environment: # optional, default is ¢
# Set this value to true to enable st

allow-no-subscriptions: # optional

« ,
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() Refresh & View Al Clusters () Recommended alerts (Preview) | @l View Workbooks v | [ 7 Help v | [ © Feedback “
(Time range = Last 6 huurs) (“Y Add FiIter)
What's new Cluster Reports (Preview) Nodes Controllers

Containers Deployments (Preview)

[ search by name..

| Metric: [ CPU Usage (milicores) v |

| Min | Avg | s0th | 0th | 95th | Max |

13 items
NAME STAT... 95..70 95TH POD NODE REST... UPTIME TREND 95TH % (1 BAR = 15M)

[ tunnel-front @.. 5% 9mc tumelfo.. aks-agent.. 0 3 ho..

0 omsagent @. 3% 8mc omsagent. aks-agent.. O 3 ho..

[ omsagent @.. 3% 7mc  omsagent. aks-agent.. 0 3 ho..

0 omsagent @. 2% 18mc omsagent. aks-agent.. 0 3 ho..

Wl ingress-appgw-.. @ .. 09% 6mc  ingress-a.. aks-agent.. 0 3 ho..

B coredns @. 02% 5mc coredns-b.. aks-agent.. 0 3 ho..

B coredns @.. 02% 5mc  corednsb.. aks-agent.. 0 3 ho..

W retrics-sever @ .. 01% 2mc  metrics-s.. aks-agent.. 0 3 ho..

[l «ube-proxy @.. 0% 09mc kubepro.. aks-agent.. 0 3 ho..

[ kube-proxy @. 0% 08mc kube-pro. aks-agent.. 0 3 ho..

[ autoscaler @.. 0% 03mc coredns-a.. aks-agent.. 0 3 ho..

0 nginx-1 @. 0% 02mc serveri-6. aks-agent.. 1 56 mi

W nginx2 @.. 0% 02mc server26.. aks-agent.. 0 3 ho..

» i
. nginx-1
Container
View live data (preview)

‘ [Z View in analytics v

Container Name

nginx-1

Container ID
c4882d3943ee1b68e7453d96eb620bb

74a6dcfOb57b026a7544b3ea60577ed
e0

Namespace
default

Container Status
running

Container Status Reason

Image
library/nginx
Image Tag
1.19.6-alpine

Container Creation Time Stamp
1/27/2021, 10:50:13 AM
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A Not secure | nf-aks-book.westus2.cloudapp.azure.com

502 Bad Gateway

Microsoft-Azure-Application-Gateway/v2
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Alert detalls ~ Take action

~ & Mitigate the threat

Review the container in the alert details.
If malicious, remove the container and escalate the alert to the information security team.
Be sure to also remove the correlating Deployments \ ReplicaSets \ DaemonSets.
You have 2 more alerts on the affected resource. View all >>
~ @ Prevent future attacks

Your top 3 active security recommendations on $% HANDSONAKS:

I High Y= Running containers as root user should be avoided
I High Y= Container images should be deployed from trusted registries only
I High Y= Overriding or disabling of containers AppArmor profile should be restricted

Solving security recommendations can prevent future attacks by reducing attack surface.

View all 20 recommendations >>
A {&) Trigger automated response

Trigger Logic App as an automated response to this security alert. You can get suggested responses in the ASC Community GitHub Repo.
A & Suppress similar alerts

You can suppress similar alerts by creating suppression rule with pre-defined conditions.

Create Suppression Rule





OEBPS/image/B17338_12_25.jpg
s} wp-helm-mysql =

Azure Database for MySQL server

0 Search (Ctrl+/) «

& Overview

& Activity log

A2 Access control (IAM)
® Tags

/? Diagnose and solve problems

Settings
. Connection security
@2 Connection strings

fé:i Server parameters

© Directory: Microsoft

X

D Stop / Reset password 'O Restore ]E] Delete Q‘ Restart ) Feedback
A Available resources
5 Databases
Name N Type N
E mysql Database
E information_schema Database
E performance_schema Database
E sys Database
E wordpress-db Database
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Home > Security Center » Recommenaations >

Container with privilege escalation should be avoided

® View policy definition
Freshness interval

Severity
30 Min

I Medium

A Description
Containers shouldn't run with privilege escalation to root in your Kubernetes cluster.
The AllowPrivilegeEscalation attribute controls whether a process can gain more privileges than its parent process.

A Remediation steps

Manual remediation:
1. From the Unhealthy resources tab, select the cluster. Security Center lists the pods running containers with privilege escalation to root in your Kubernetes cluster.

2. For these pods, set the AllowPrivilegeEscalation flag to 'false’ on the security context of the container's spec.

3. After making your changes, redeploy the pod with the updated spec.

A~ Affected resources

Unhealthy resources (1) Healthy resources (0) Not applicable resources (0)

I,O Search managed clusters

[ Name

D f':l':f' handsonaks

™ Subscription

Azure subscription 1
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Home > Microsoft.Managedlaentity-20210130123700 »

% access-blob-id = X
4 Managed Identity

0 Search (Ctrl+/) « Tl Delete
% Overview - A Essentials JSON View
& Activity log Resource group : aad-pod-id
Location : West US 2
A Access control (IAM)
¢ Subscription : Azure subscription 1
Tags
Subscription ID : ede7a1e5-4121-427-876e-e100eba989a0
? Azure role assignments Type : User assigned managed identity
Settings Client ID :| ce3b4169-0043-4cb9-abb6-cfafabffc446
Object ID : 8ad633c8-46f1-4a81-b354-bccfebad4 771

2—5 Properties
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Home > csi-key-vault-handson 2 csi-key-vault-handson

csi-key-vault-handson | Secrets X
Key vault
[p Search (Ctrl+/) l « -‘r Generate/Import O Refresh $ Restore Backup f Manage deleted secrets
@® Overview = G
Name Type Status Expiration Date
@ Activity log

There are no secrets available.

A Access control (IAM)
’ Tags
/2 Diagnose and solve problems

f Events

Settings

T Keys
Secrets 0

&) Certificates
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chaptere3$ kubectl get pods

NAME READY  STATUS RESTARTS  AGE
frontend-6c6dedfdad-8d15v 1/1 Running @ 54s
frontend-6c6dedfdad-gz59t 1/1 Running @ 55s
frontend-6c6dedfdad-mghz2 1/3 Running @ 54s
redis-master-766c5cf5c8-pw7qg 1/1 Running @ 37m
redis-replica-57c8c66cc4-42hnk  1/1 Running @ 6m27s
redis-replica-57c8c66cc4-dfvbv  1/1 Running @ 6m27s
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapteres$ kubectl get pods

NAME READY STATUS RESTARTS AGE
wp-mariadb-@ 1/1 Running ] 23m
wp-wordpress-6f7c4f85b5-1czvx  @/1 ContainerCreating @ 6m43s

|wp—wordpress—6f7c4f85b5—wp7qt| 1/1 Terminating (] 16m
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& Create container registry

Basics  Networking Encryption  Tags  Review + create

Azure Container Registry allows you to build, store, and manage container images and artifacts in a private registry for all
types of container deployments. Use Azure container registries with your existing container development and deployment
pipelines. Use Azure Container Registry Tasks to build container images in Azure on-demand, or automate builds triggered by
source code updates, updates to a container's base image, or timers. Learn more

Project details

Subscription * l Azure subscription 1 v l
L Resource group * l (New) rg-pipelines v l
Create new

Instance details

Registry name * l handsonakspipeline

.azurecr.io
Location * l West US 2 v
Availability zones @ ‘:‘ Enabled

@ Availability zones are enabled on premium registries and in regions that
support availability zones. Learn more

SKU* @ [ Basic ~

Review + create < Previous

Networking >
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' user@Azure:~/Hands-On-Kubernetes-on-Azure/Chaptere7$ kubectl top nodes

. NAME CPU(cores) CPU%  MEMORY(bytes)  MEMORY%

- aks-agentpool-39838025-vmsseeeeee  41m 2% 648Mi 14%
aks-agentpool-39838025-vmss@00082  154m 8% 966Mi 21%
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handsonaks@devMachine:~/http$ func new

Select a number for template:

1. Azure Blob Storage trigger

2. Azure Cosmos DB trigger

3. Durable Functions activity

4. Durable Functions HTTP starter

5. Durable Functions orchestrator

6. Azure Event Grid trigger

7. Azure Event Hub trigger

8. HTTP trigger

9. Azure Queue Storage trigger

10. RabbitMQ trigger

11. Azure Service Bus Queue trigger

12. Azure Service Bus Topic trigger

13. Timer trigger

Choose option: 8

HTTP trigger

Function name: [HttpTrigger] python-http

Writing /home/handsonaks/http/python-http/_ init_ .py
Writing /home/handsonaks/http/python-http/function.json
The function "python-http" was created successfully from the "HTTP trigger" template.
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B2 Microsoft
Enter code

Enter the code displayed on your app or device.

RWAKGQQ6S5
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapter12$ sh decode-secret.sh '{"fullyQualifie
dServerName": "d3AtaGVsbS1teXNxbC5teXNxbC5kYXRhYmFzZS5henVyzS5jb20=","fullyQualifiedUserna
me" : "bUFGdW5WeERiekB3cCloZWxtLW15c3Fs", “mySqlServerNam 3AtaGVsbS1teXNxbA==","password
" :"MWYZeVR2YmsqRyQwcFF2bg==", "username" : "bUFGdW5SWeERieg=="}"
externalDatabase.host="wp-helm-mysql.mysql.database.azure.com"
externalDatabase.user="mAFunVxDbz@wp-helm-mysql"
externalDatabase.password="1f3yTvbk*G$epQvn"
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user@Azure:~$% kubectl describe pod wp-mariadb-@ | grep Image

Image: docker.io/bitnami/mariadb:10.5.8-debian-10-r44
Image ID: docker.io/bitnami/mariadb@sha256:02ea62312a3be5
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Create key vault

Basics  Access policy = Networking  Tags  Review + create

Enable Access to:

D Azure Virtual Machines for deployment ®
D Azure Resource Manager for template deployment ©
D Azure Disk Encryption for volume encryption ®

Permission model (® Vault access policy

O Azure role-based access control (preview)

+ Add Access Policy
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test
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Home > Microsoft.StorageAccount-20210130130516 > aadpodidtest

Add role assignment X

A aadpodidtest | Access Control (IAM)

Storage account

[ £ search (ctrl+)

l«

Overview

Activity log

Tags

Diagnose and solve problems
Access Control (IAM) 0
Data transfer

Events

ow € 5 e ml

Storage Explorer (preview)

Settings

f Access keys

Q Geo-replication

Role ®
-‘,—ddd L Download role assignments [ storage Blob Data Contrbutor O v

Assign access to @
Check access  Role assignments Rol ol User assigned managed identity W l

Subscription *

My access l Azure subscription 1 W l
View my level of access to this resource.

Select ©®
|

‘ Search by name

Check access
Review the level of access a user, group, handsonaks-agentpool
service principal, or managed identity has /subscriptions/ede7a1e5-4121-427f-876e-e100eba...

to this resource. Learn more &

access-blob-id
Find © (5] Q /subscriptions/ede7ate5-4121-427f-876e-e100eba...

l User, group, or service principal v l

‘ Search by name or email address ‘
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapter10$ kubectl exec -it secret-using-env -- sh
# echo $SECRET_URL

https://my-url-location.topsecret.com

# echo $SECRET_TOKEN

superSecretToken

#
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 Services
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% nillsf2 / Hands-on-Kubernetes-on-Azure-Third-Edition = ® watch ~ 77 star 0 % Fork

forked from PacktPublishing, n-Kubernet Azure-Third-Edi
Code Pull requests ® Actions Projects Security Insights

@ Update pipeline.yaml 2 Re-run jobs ~
Pipeline #16

(@ Summary

Jobs
° cl Set up job
Git checkout
az CLI login
ACR login
¥ Run az acr login -n handsonakspipeline
shell: /bin/bash -e ***g***
env:
AZURE_HTTP_USER_AGENT:
AZUREPS_HOST_ENVIRONMENT:
Login Succeeded
Build and push image
Post Build and push image

Post Git checkout

Complete job
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nserﬂazure:~/Hands-On‘Kubernetes-en-Azure):haptera?i kubectl get events

LAST SEEN  TYPE REASON OBJECT

11m Normal  Scheduled pod/frontend-766d4f77cb-7w5gz
w5gz to aks-agentpool-39838025-vmss000000

11m Normal  Pulled pod/frontend-766d4f77cb-7w5gz
v4" already present on machine

11m Normal  Created pod/frontend-766d4f77cb-7w5gz

11m Normal Started pod/frontend-766d4f77cb-7w5gz

MESSAGE
Successfully assigned default/frontend-766d4f77cb-

Container image "gcr.io/google-samples/gb-frontend:

Created container php-redis
Started container php-redis
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azureuser@m-handsonaks:~$ kubectl cluster-info
Kubernetes control plane is running at https:/Jhandsonaks-rg-handsonaks-ede7al-26

|9912f.56564559»4828»4b97—8410—c344083ec736.privatelink.westusz.azmk85.iok443

CoreDNS 1is running at https://handsonaks-rg-handsonaks-ede7al-20b9912f.56504559-48
20-4b97-8410-c344083ec736.privatelink.westus2.azmk8s.io:443/api/v1/namespaces/kube
-system/services/kube-dns:dns/proxy

Metrics-server is running at https://handsonaks-rg-handsonaks-ede7al-20b9912f.5650
4559-4820-4b97-8410-c344083ec736.privatelink.westus2.azmk8s.i0:443/api/v1/namespac
es/kube-system/services/https:metrics-server:/proxy

To further debug and diagnose cluster problems, use 'kubectl cluster-info dump®.
azureuser@vm-handsonaks:~$ nslookup handsonaks-rg-handsonaks-ede7al-20b9912f.565
559-4820-4b97-8410-c344083ec736.privatelink.westus2.azmk8s.io

Server: 127.0.0.53

Address: 127.0.0.53#53

Non-authoritative answer:

Name: handsonaks-rg-handsonaks-ede7al-20b9912f.56504559-4820-4b97-8410-c344083ec
736.privatelink.westus2.azmk8s.io

Address: 192.168.0.4

azureuser@vm-handsonaks : ~$
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapter10$ kubectl get secrets
NAME TYPE DATA  AGE
default-token-xphvc kubernetes.io/service-account-token 3 7h5m
myapi-url-token Opaque 2 8s
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user@Azure:~/Hands-0On-Kubernetes-on-Azure/Chaptere4$ kubectl apply -f guestbook-all-in-one.yaml
&& kubectl get pods -w

service/redis-master unchanged

deployment.apps/redis-master unchanged

service/redis-replica unchanged

deployment.apps/redis-replica unchanged

service/frontend unchanged

deployment.apps/frontend configured

NAME READY STATUS RESTARTS AGE
frontend-666b4455f5-bv77x 1/1 Running %] 29s
frontend 1/1 o 27s
frontend-666b4455f5-ws2mn 1/1 Running 2] 30s I
Frontend pafsrrsass thsev|  o/1 0 os
redis-master-f46ff57fd-jg6zx 1/1 Running (] 6emlls
redis-replica-5bc7bcc9ca-4f2tj 1/1 Running (] 6emlls
redis-replica-5bc7bcc9c4-domhn 1/1 Running ] 6mlls
frontend-{74f5779d98-bb58v 1/1 Running 2] 1s
frontend-666b4455f5-mn4x7 1/1 Terminating %] p2:13
frontend-74f5779d98-qllgn e/1 Pending (] os
frontend-74f5779d98-qllgn e/1 Pending (] os
frontend-74f5779d98-qllgn e/1 ContainerCreating @ os
frontend-666b4455f5-mn4x7 o/1 Terminating o 29s
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% Services

/! & Container registries

|
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Home »

& microsoft.aks-20210115182839 | Overview =

Deployment

0 Search (Ctrl+/) | « li] Delete  Cancel [T Redeploy () Refresh

&% Overview @ We'd love your feedback! =

[{J Inputs

%= Outputs @ Your deployment is complete
2 Template

Deployment name: microsoft.aks-20210115182839  Start time: 1/15/2021, 6:34:32 PM
Subscription: Azure subscription 1 Correlation ID: 67b7e22b-b40f-4b4d-ac1b-2dbe64a7{763
Resource group: rg-handsonaks

A Deployment details (Download)

Resource Type Status Operation details
@ ClusterMonitoringMetric. Microsoft.Resources/d... OK Operation details
@  handsonaks Microsoft.ContainerSer... OK Operation details
@ SolutionDeployment-202 Microsoft.Resources/d... OK Operation details
@ WorkspaceDeployment-: MicrosoftResources/d... OK Operation details

Next steps

Create a Kubernetes deployment Recommended
Integrate automatic deployments within your cluster Recommended

Connect to cluster Recommended

Go to resource Connect to cluster
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Scale

Scale method ©®

Node count

O

x Standard DS2 v2 (2 vcpus, 7 GiB memory)

Total cluster capacity

Cores 4 vCPUs —> 2 VvCPUs (new)
Memory 14 GiB —>  7GiB (new)
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Home > aks-agentpool-39838025-vmss

aks-agentpool-39838025-vmss | Instances

Virtual machine scale set

[p Search (Ctrl+/) l « [> Start Q‘ Restart D Stop & Reimage ]E] Delete T Upgrade O Refresh
R Overview I/O Search virtual machine instances

@ Activity log Name Computer name Status Health state
A Access control (IAM) e. aks-agentpool-3983... aks-agentpool-3983... @ Running

® Tags [ aks-agentpool-3983... aks-agentpool-3983.. @ Running

2 Diagnose and solve problems J

Settings

L= Instances°
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Home > Storage accounts > cloud-shell-storage-southcentralus

Add role assignment
A cloud-shell-storage-southcentralus | Access control (1
Resource group Role ©
[0 search (Ctrl+) | « + Add L Download role assignments tdit col @ | Storage Account Contributor @ v
@ Overview 2 | Assign access to @
Check access  Role assignments Roles  Denya l User, group, or service principal v ]
@ Activity log —_—
Select ©
A9 Access control (IAM) o My access o‘ o ‘

@ Tags View my level of access to this resource.

§ s o

tim@handsonaksbookoutlook913.onmicrosoft.com

Settings Check access
Review the level of access a user, group, service
& Deployments principal, or managed identity has to this resource.

Learn more &'
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|p private link |

Services

"(Lj‘ Azure Monitor Private Link Scopes
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Events:

Type Reason Age From Message

Normal OrderCreated 6m39s cert-manager Created Order resource default/frontend-tls-p52
8r-3330258237

Normal OrderPending 6m39s cert-manager Waiting on certificate issuance from order defa

ult/frontend-tls-p528r-3330258237:
Normal CertificateIssued 5m54s cert-manager Certificate fetched from issuer successfully
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Dashboard » Key vaults > handsonaks-aso >

1 mysqlserver-default-wp-helm-mysql

Versions | @ Directory: Unknown directory

~+ New Version O Refresh ]E] Delete i Download Backup

Version Status
CURRENT VERSION
clee27c8a32848668288ce66e26cf7f4 v Enabled
OLDER VERSIONS
25c74112691540adad4476156139d836 v Enabled
2¢38cc78ab1c4d0a840e59a665bd0cad v Enabled
4d60565ff7754b6d965d7bfc2610777¢ v Enabled
54bfb26101dd4564ad1e74d4d258aale v Enabled
88c2fc883403465abec65285dfc565f4 v Enabled
8a3cf8668e8446b9aa2c781aa5ec2974 v Enabled
ad974e82fba84e41bf2705aa4d980625 v Enabled
d0c48b6c3cc24a3c9194f63df169b256 v Enabled

fc5d8d686162421a96e9108db1dea50f v Enabled
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handsonaks@devMachine:~/js-queue$ func kubernetes deploy --name js-queue \

> --registry handsonaksbook.azurecr.io \

> --polling-interval=5 --max-replicas=15 --cooldown-period=15

Running 'docker build -t handsonaksbook.azurecr.io/js-queue /home/handsonaks/js-queue’

secret/js-queue created
deployment.apps/js-queue created
scaledobject.keda.sh/js-queue created
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Home »
a2 Users | All users
Default Directory - Azure Active Directory
« + New user + New guest user
All users

Deleted users l P Search users

Password reset Name

User settings D ’ Handson aks book

Diagnose and solve problems

X & o po Po
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Welcome to Azure Cloud Shell

Select Bash or PowerShell. You can change shells any time via the environment selector in the
Cloud Shell toolbar. The most recently used environment will be the default for your next session.

Bash

PowerShell
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@ 20.190.3.178

Kubernetes Dashboard

@ Token

Every Service Account has a Secret with valid Bearer Token that can be used to log in to Dashboard. To find out
more about how to configure and use Bearer Tokens, please refer to the Authentication section.

O Kubeconfig

Please select the kubeconfig file that you have created to configure access to the cluster. To find out more about
how to configure and use kubeconfig file, please refer to the Configure Access to Multiple Clusters section.

Enter token *
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapter1l$ kubectl exec -it web-server-a -- \
> wget -q0- -T 2 http://10.240.0.42

wget: download timed out

command terminated with exit code 1
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O Refresh % View All Clusters LT—\ Recommended alerts (Preview) l . View Workbooks vl l ? Help v

Time range = Last hour *y Add Filter
( ) @ )

What'snew  Cluster  Reports (Preview) ~ Nodes ~ Controllers  Containers  Deployments (Preview)
[ Search by name.. ] Metric: [ CPU Usage (millcores) v | Min | Avg | 50th | 90th | 5th | Max |
10 items
NAME STATUS 95..7) 95TH CONTAL.. REST.. UPTIME NODE TREND 95TH % (1 BAR = 5M)
> @ tunnelfront-65dd97.. 1@ 5% 91mc 1 1 2hou... -
> @ omsagent (Daemon... 2@ 3% 15mc 2 2 2 hou... -
> @ omsagent-rs-7477b... 1@ 2% 18mc 1 1 2hou... -
> @ ingress-appgw-dep.. 1@ 1%  7mc 1 0 2hou... -
> @ coredns-b94deb7s.. 2@ 02% 9mc 2 1 2hou... -
> @ metricsserver-77c8... 1@ 01% 2mc 1 1 2 hou... -
> @ kube-proxy (Daemo... 2@ 0% 2mc 2 2 2hou... -

> @ coredns-autoscaler.. 1@ 0% 02mc 1 1 2 hou... -

4 @ server1-698686949 .. 1@ 0%  02mc 1 1 -
4 [ server1-698686.. @ Ok 0%  02mc 1 1 31mi.. aks-agent..
W nginx-1 Q ok 0%  02mc 1 1 31m.. aks-agent..

> @ server2-6c9f779df7 .. 1@ 0% 02mc 1 0 2 hou... -
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Home » Security Center >

Security policy

Azure subscription 1

Security policy on: Azure subscription 1

Policies enabled on this subscription

~ @ Security Center default policy

This is the default policy for Azure Security Center recommendations which is enabled by default on your subscriptions.
Assignment Assigned On Audit policies Deny polic

ASC Default (subscription: ede7ate... ? Subscription 168 0
<
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Create User Assigned Managed Identity

Basics Tags  Review + create

Project details

Select the subscription to manage deployed resources and costs. Use resource groups like folders to organize and
manage all your resources.

Subscription * ® l Azure subscription 1 v I
Resource group * @ l v I
Create new
Instance details A resource group is a container that holds related
Region* @ resources for an Azure solution. v
Name* ©® Name *

csi-key-vault v
[csikey |
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user@Azure:~$ kubectl get nodes
NAME STATUS ROLES  AGE VERSION
aks-agentpool-39838025-vmss@00000 Ready agent  7m8s v1.19.6
aks-agentpool-39838025-vmss@00001l  Ready agent 6m46s v1.19.6
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handsonaks@devMachine:~/http$ kubectl get service

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE

kubernetes ClusterIP 10.0.0.1 <none> 443/TCP 44h

python-http-http LoadBalancer 10.0.100.18 20.69.187.2 80:32578/TCP  6m7s
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user@zure:~/Hands-On-Kubernetes-on-Azure/Chaptere3$ kubectl get pvc

NAME STATUS  VOLUME CAPACITY  ACCESS MODES  STORAGECLASS  AGE
data-handsonakswp-mariadb-@  Bound pvc-c68dal51-777c-4efa-ac72-c05ddeb338e1  8Gi RWO default 13m
handsonakswp-wordpress Bound pvc-102a8509-5fob-411d-8ef0-518f2759ca36  10Gi RWO default 13m
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azureuser@vm-handsonaks :~/Hands-0On-Kubernetes-on-Azure/Chapterll$ curl 40.64.65.202
<html ng-app="redis">
<head>
<title>Guestbook</title>
<link rel="stylesheet" href="//netdna.bootstrapcdn.com/bootstrap/3.1.1/css/bootstrap.min.css">
https://ajax.googleapis.com/ajax/1libs/angularjs/1.2.12/angular.min.js"></script>
controllers.js"></script>
<script src="https://cdnjs.cloudflare.com/ajax/1libs/angular-ui-bootstrap/@.13.0/ui-bootstrap-tpls.js"></script>
</head>
<body ng-controller="RedisCtrl">
<div style="width: 50%; margin-left: 20px">
<h2>Guestbook</h2>
<form>
<fieldset>
<input ng-model="msg" placeholder="Messages" class="form-control” type="text" name="input"><br>
<button type="button" class="btn btn-primary" ng-click="controller.onRedis()">Submit</button>
</fieldset>
</form>
<div>
<div ng-repeat="msg in messages track by $index">
{{msg}}
</div>
</div>
</div>
</body>
</html>
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chaptere5% kubectl get pvc

NAME STATUS VOLUME CAPACITY  ACCESS MODES STORAGECLASS AGE
data-wp-mariadb-@  Bound pvc-50507406-5dfe-46d5-88e5-a6e3f477be40  8Gi RWO default 2ma6s
wp-wordpress Bound pvc-848e0fc5-ed4b-4765-aa0d-5441014d6997  10Gi RWO default 2ma6s
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Home > Microsoft.StorageAccount-20210220083531 > handsonaks
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Storage account

[£ queue @ x] « + Queve () Refresh

= Storage Explorer (preview)
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Queue service
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user@Azure:~/Hands-0n-Kubernetes-on-Azure/Chapter@9$ kubectl exec -it access-blob-5b8dc5bfc6-tknlh -- sh
/ # az login --identity -u ce3b4169-0043-4cb9-abb6-cfafa6ffcade \

> --allow-no-subscription -o table
EnvironmentName HomeTenantId IsDefault Name State TenantId
AzureCloud 1cf4b872-ae04-44c8-8318-2ba43e95f591 True Azure subscription 1 Enabled 1cf4b872-ae@4-44c8-8318-2ba43e95f591
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user@Azure:~/Hands-0On-Kubernetes-on-Azure/Chaptere4$ kubectl create -f guestbook-all-in-one.yaml
service/redis-master created

deployment.apps/redis-master created

service/redis-replica created

deployment.apps/redis-replica created

service/frontend created

deployment.apps/frontend created
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Security alerts

() Refresh S Changesstatus ~ %5 Open query

04

Active alerts

92

Affected resources

l P Search by ID, title, or affected resource l Subscription == All
D Severity Ty Alert title Ty

D I High © Exposed Kubernetes dashboard detected

D I High © Digital currency mining container detected

D I Low © Digital currency mining activity (Preview)

DILOW
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& Suppression rules
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o

4% HANDSONAKS

@ Security alertsmap (' Sample alerts

Active alerts by severity

' Download CSV report Q Guides & Feedback
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Activity start time (UTC-8) Ty
02/15/21, 04:47 PM
02/15/21, 04:43 PM
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02/15/21, 04:43 PM

*p Add filter
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MITRE ATT&CK® ta...  Status Ty
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user@Azure:~/Hands-0On-Kubernetes-on-Azure/Chapteres$ kubectl scale deployment/redis-replica --replicas=10
deployment.apps/redis-replica scaled
user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapteres$ kubectl get pods

NAME READY STATUS RESTARTS AGE
frontend-766d4f77cb-9wot2 1/1 Terminating o 9m55s
frontend-766d4f77cb-hv8sr 1/1 Running 2] 2m24s
frontend-766d4f77cb-qbvtq 1/1 Running (] 2m24s
frontend-766d4f77cb-vkc2l 1/1 Terminating o 9m55s
frontend-766d4f77cb-z7s54 1/1 Running %] 9m55s
redis-master-f46ff57fd-hmwr4 1/1 Terminating o 9m55s
redis-master-f46ff57fd-wpsfa 1/1 Running (] 2m24s
redis-replica-786bd64556-2t8ms _ 1/1 Runnin (] 5s
redis-replica-786bd64556-7k7cn  ©/1 Pending ] 5s
redis-replica-786bd64556-7shvm /1 Pending (] 4s
redis-replica-786bd64556-dv7qv /1 Pending (] 5s
redis-replica-786bd64556-hfakd 1/1 Terminating o 9m55s
redis-replica-786bd64556-jdfxj ©/1 Pending (] 5s
redis-replica-786bd64556-172z7 1/1 Running (] om55s
redis-replica-786bd64556-qurov  1/1 Running (] 2m24s
redis-replica-786bd64556-r8jéb  1/1 Running (] 5s
redis-replica-786bd64556-xk82s  1/1 Running ] 5s
redis-replica-786bd64556-zgfjq @/1 Pending ) 5s





OEBPS/image/B17338_02_28.jpg
user@Azure:~/Hands-On-Kubernetes-on-Azure/Chaptere2$ kubectl delete -f azure-vote.yaml
deployment.apps "azure-vote-back" deleted

service "azure-vote-back" deleted

deployment.apps “"azure-vote-front" deleted

service "azure-vote-front" deleted
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% nillsf2 / Hands-on-Kubernetes-on-Azure-Third-Edition ®Watch v 0 Yy Star 0 % Fork 1
forked from PacktPublishing/Hands-on-Kubernetes-on-Azure-Third-Edition

<> Code 1% Pull requests ® Actions [ Projects 0 wiki @ security |~ Insights

Hands-on-Kubernetes-on-Azure-Third-Edition / .github / workflows /  pipeline.yaml in main Start commit ~
<> Edit file Preview changes Spaces & 2 % Now .
© g P Commit changes

a1 with: Update pipeline.yaml

42 context: ./Chapteris

3 push: true . .

a tags: handsonakspipeline.azurecr.io/website/website:${{ github.run_| 2ddlapioptiopallextendedidescpiont

a5

26 :

a7 runs-on: ubuntu-latest

28 needs: CI 2
a9 steps:

50 - name: Git checkout nills franssens@gmail.com $

51 : acti heckout@v2

5 usesy; actions/checkoul @y Choose which email address to associate with this commit

53 - name: Azure Kubernetes set context . .

54 uses: Azure/aks-set-context@vi @ -o- Commit directly to the main branch.

35 WEEN O 1% Create a new branch for this commit and start a
e creds: ${{ secrets.AZURE_CREDENTIALS }} pull request. Learn more about pull requests.

57 resource-group: rg-handsonaks

58 cluster-name: handsonaks

:

60 - name: Helm upgrade

61 run: |

62 helm upgrade website Chapter15/website --install \ | | steps

Use [ Control | + | Space | to trigger autocomplete in most situations.

A cotiim Cncrriemmemant Y 266
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Upgrade
You can upgrade your cluster to a newer version of Kubernetes. This will upgrade the control plane components of your cluster. To
upgrade your node pools, go to the ‘Node pools’ menu item instead.

Learn more about upgrading your AKS cluster &
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Kubernetes version 1.19.6 (current) / uster is using the latest available version of Kubernetes.
Kubernetes authentication and authorization
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i i S| $(l2 ¢|| N . .
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Home Networking %

Hello! Welcome to Azure Kubernetes Service
Diagnostics (Preview)! My name is Genie and I'm
here to help you diagnose and solve problems.

Here are some issues related to Networking that |
can help with. Please select the tile that best
describes your issue.

| am interested in Network and Connectivity

Okay give me a moment while | analyze your app
for any issues related to this tile. Once the
detectors load, feel free to click to investigate
each topic further.

© Allocated Outbound Ports is set to the default value
@ Our analysis did not find any issues with the Kubenet subnet configuration

No 'SubnetlsFull’ errors were found for the given time period from 2021-01-27 01:40:00
to 2021-01-28 01:40:00.
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chaptere6$ kubectl create -f guestbook-all-in-one.yaml
service/redis-master created

deployment.apps/redis-master created
service/redis-replica created
deployment.apps/redis-replica created
service/frontend created
deployment.apps/frontend created
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Azure Key Vault is a cloud service used to manage keys, secrets, and certificates. Key Vault eliminates the need for developers
to store security information in their code. It allows you to centralize the storage of your application secrets which greatly
reduces the chances that secrets may be leaked. Key Vault also allows you to securely store secrets and keys backed by
Hardware Security Modules or HSMs. The HSMs used are Federal Information Processing Standards (FIPS) 140-2 Level 2
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chaptered$ kubectl get service

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE

frontend LoadBalancer 10.0.119.74 40.64.105.32 80:32287/TCP 2m43s
kubernetes ClusterIP 10.0.0.1 <none> 443/TCP 4d7h
redis-master ClusterIP 10.0.75.94 <none> 6379/TCP 2m43s

redis-replica ClusterIP 10.0.1.20 <none> 6379/TCP 2m43s
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Create Kubernetes cluster

@ \Validation passed

Basics  Node pools  Authentication Networking Integrations ~ Tags ~ Review + create
Basics

Subscription Azure subscription 1
Resource group (new) rg-handsonaks
Region West US 2
Kubernetes cluster name handsonaks
Kubernetes version 1196

Node pools

Node pools 1

Enable virtual nodes Disabled

Enable virtual machine scale sets Enabled

Authentication

Authentication method System-assigned managed identity
Role-based access control (RBAC) Enabled
AKS-managed Azure Active Directory Disabled

Encryption type (Default) Encryption at-rest with a platform-managed key
Networking

Network configuration Kubenet

DNS name prefix handsonaks-dns

Load balancer Standard

Private cluster Disabled

Authorized IP ranges Disabled

Network policy None

HTTP application routing No

Integrations

Container registry None

Container monitoring Enabled

Log Analytics workspace (new) DefaultWorkspace-ede7a1e5-4121-427f-876e-e100eba989a0-WUS2
Azure Policy Disabled

Next > Download a template for automation
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapteres$ kubectl get pods -o wide -w

NAME READY STATUS RESTARTS AGE IpP NODE NOMINATED NODE
wp-mariadb-@ 1/1 Running @ 1em 10.244.2.11  aks-agentpool-39838025-vmss@00002  <none>
wp-wordpress-6f7c4f85b5-wp7qt  1/1 Running @ 3m4ls  10.244.0.25 aks-agentpool-39838025-vmss@0000@  <none>
wp-wordpress-6f7c4f85b5-wp7qt  1/1 Running @ 4m32s  10.244.0.25  aks-agentpool-39838025-vmss@@000@  <none>
wp-wordpress-6f7c4f85b5-wp7qt  1/1 Terminating @ 9m37s  10.244.0.25 aks-agentpool-39838025-vmss@@000@  <none>
wp-wordpress-6f7c4f85b5-1czvx  0/1 Pending ] os <none> <none> <none>

wp-wordpress-6f7c4f85b5-1czvx  0/1 Pending ] 0s <none> aks-agentpool-39838025-vmss@00002  <none>
wp-wordpress-6f7c4f85b5-1czvx  0/1 ContainerCreating| @ os <none> aks-agentpool-39838025-vmss@00002  <none>
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Home > Security Center » Security alerts >

Security alert =
2517888645917388706_723afb73-82d3-4eec-bf5b-cf36dd6edd7a

O Digital currency mining activity (Preview)

Low 3 Active & @ 02/15/21, 04:43 PM (UTC-8) (3 days ago)
Severity ™ Activity time
3¢ Active
Alert description
° Dismissed
Analysis of DNS transactions | digital currency mining activity. Such

activity, while possibly legitim rrmed by attackers following
compromise of resources. Tyg linclude the download and execution of

common mining tools.
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Home > Security Center >

Security alerts

X
() Refresh S Change status v 5 Open query & Suppressionrules & Security alerts map () Sample alerts ' Download CSV report Q Guides & Feedback
o 4 ‘ 2 Active alerts by severity
Active alerts Affected resources THigh @) ILow @
>
l P Search by ID, title, or affected... l Subscription == All Status == Active X o Exposed Kubernetes

dashboard detected
Severity == Low, Medium, High X 5 Add filter

- High 3% Active < (&)
No grouping Severity Status Activ

[ severity 7y Alert title 1, Affected resource N, Activity starttime ... 1, MITREAT desciiphion

O I High U Exposed Kubernetes dashboard detected £% HANDSONAKS 02/15/21, 04:47 PM '@ | :‘c"c': Kubernetes audit log analysis detected exposure of
D I High o Digital currency mining container detected £ HANDSONAKS 02/15/21, 04:43 PM % Exec 2:::2?;225:;02:;:?& i;g ::jnl;iat:::ltai::teelis::ec:s.
D I Low © Digital currency mining activity (Preview) ®o 02/15/21, 04:43 PM E Exfilt :Erte:et.cluster management and poses a security

O I Low © New high privileges role detected £% HANDSONAKS 02/15/21, 04:43 PM @ Persi

View full details
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spec:

containers:
- env:
- name: GET_HOSTS_FROM
value: dns

image: gcr.io/gocgle—samples/gb—frcntend:v_non_existentl
imagePullPolicy: IfNotPresent

name: php-redis

ports:
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapter10$ kubectl describe secrets myapi-url-token
Name: myapi-url-token

Namespace: default

Labels: <none>

Annotations: <none>

Type: Opaque

Data

secreturl.txt: 38 bytes
secrettoken.txt: 17 bytes
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Home » Kubernetes services » handsonaks

2 handsonaks | Networking

Kubernetes service

[0 search (Ctrl+))

l((

= Overview

@ Activity log

fa Access control (IAM)

‘ Tags

£ Diagnose and solve problems

@ Security

Kubernetes resources

B3 Namespaces

% Workloads

.E| Services and ingresses
i Storage

E Configuration

Settings

P Node pools

& Cluster configuration

Scale
2 Networking
&% Dev Spaces

% Deployment center (preview)

Save X Discard

You can enable or disable HTTP application routing for your cluster and view cluster-specific networking properties. To
edit the virtual network and subnet associated with this cluster you will need to go instead to those resources in the
infrastructure resource group for this cluster. You can find the name of the infrastructure resource group on the

‘Properties’ page.

Learn more about networking in Azure Kubernetes Service

Network profile
Type (plugin)
Service CIDR

DNS service IP
Docker bridge CIDR
Network policy

Traffic routing

Load balancer

Enable HTTP application routing ©

Azure CNI
10.0.0.0/16
10.0.0.10
172.17.0.1/16

None

Standard

O

@ HTTP application routing is only recommended for dev/test clusters

Security

Private cluster
Set authorized IP ranges ©

Specify IP ranges * @

Not enabled

[ 10000 7
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You have no storage mounted

Azure Cloud Shell requires an Azure file share to persist files. Learn more
This will create a new storage account for you and this will incur a small monthly cost. View pricing

* Subscription

Azure subscription 1 Show advanced settings

Close
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapter1l$ kubectl get nodes

Unable to connect to the server: dial tcp: lookup handsonaks-rg-handsonaks-ede7al-20b99
12f.56504559-4820-4b97-8410-c344083ec736.privatelink.westus2.azmk8s.io on 168.63.129.16
:53: no such host
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Select ©®
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chaptere3$ kubectl get storageclass

NAME PROVISIONER RECLAIMPOLICY  VOLUMEBINDINGMODE ALLOWVOLUMEEXPANSION AGE
azurefile kubernetes.io/azure-file Delete Immediate true 44h
azurefile-premium kubernetes.io/azure-file Delete Immediate true 44h
default (default) kubernetes.io/azure-disk Delete Immediate true 44h

managed-premium kubernetes.io/azure-disk Delete Immediate true 44h
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C A Notsecure | 20.72.222.87

User's Blog! Customize 8 New

USER'S BLOG!

Just another WordPress site

Test

This is a test to verify a PVC will avoid data loss.

Published January 23, 2021 Edit
Categorized as Uncategorized
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USER'S BLOG!

Just another WordPress site

Hello world!

Welcome to WordPress. This is your first post. Edit or delete it, then
start writing!

Published February 14, 2021
Categorized as Uncategorized
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DefaultWorkspace-ede7a1e5-4121-427f-876e-e100eba989a0-WUS2

#® New Query 1+ x |+ QD Feedback 5= Queries [ Query explorer | €53

#® DefaultWorkspace...  Select scope ‘(Time range : Setin query) Save v @ Copylink v | Newalertrule = Export v

Tables Queries Filter « 1 let startDateTime = datetime('2021-01-20T16:80:00.000Z');
2 let endDateTime = datetime('2021-01-27T19:16:25.727Z');
3  KubeEvents
‘/o Search ‘ 4 | where TimeGenerated >= startDateTime and TimeGenerated < endDateTime
5 | where ClusterId =~ '/subscriptions/ede7ale5-4121-427f-876e-el@8eba989a@/resourcegroups/

(/ Y Filter\) = Group by: Solution rg-handsonaks/providers/Microsoft.ContainerService/managedClusters/handsonaks"’

6 | where ObjectKind =~ 'Node'
.- 7 | where Name =~ 'aks-agentpool-39838025-vmss@@eee2’
T~ Collapse all 8 | project TimeGenerated, Name, ObjectKind, KubeEventType, Reason, Message, Namespace
9 | order by TimeGenerated desc =
Favorites ki
You can add favorites by clicking on Results  Chart oo v | (© Display time (UTC+00:00) \/ @
the % icon ——
4 Containerlnsights Ty ] a b
» B3 Containerinventory TimeGenerated [UTC] ¥/ Name Y/ Objectkind Y/ KubeEventType 7 Reason
» B Containerlog . > 1/27/2021,436:27.000PM  aks-agentpool-39838025-ymss000002  Node Warning Rebooted
» B ContainerNodelnvent... > 1/27/2021,4:36:27.000PM  aks-agentpool-39838025-vmss000002  Node Warning InvalidDiskCar
» B InsightsMet
& InsightsMetrics > 1/24/2021,5:31:45000PM  aks-agentpool-39838025-vmss000002  Node Warning InvalidDiskCa
> KubeEvents
> 1/23/2021,4:2403.000PM  aks-agentpool-39838025-vmss000002  Node Warning Rebooted
» B KubeMonAgentEvents
> 1/23/2021,4:2403.000PM  aks-agentpool-39838025-vmss000002  Node Warning InvalidDiskCag
» B KubeNodelnventory
> 1/23/2021,4:08:03.000PM  aks-agentpool-39838025-vmss000002  Node Warning InvalidDiskCag

» B KubePodIinventory
» M8 KubeServices > 1/23/2021,4:08:03.000 PM  aks-agentpool-39838025-vmss000002  Node Warning Rebooted
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapter13$ kubectl
deployment.apps/alert-test created
user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapter13$ kubectl
deployment.apps/escalation created
user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapter13$ kubectl
deployment.apps/host-volume created
user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapter13$ kubectl
clusterrole.rbac.authorization.k8s.io/super-admin created

create

create

create

create

-f crypto-miner.yaml
-f escalation.yaml
-f host-volume.yaml

-f role.yaml
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Create a new user in your organization.
This user will have a user name like
alice@handsonaksoutlook.onmicrosoft.com.
I want to create users in bulk

(® Create user O

Invite user

Invite a new guest user to
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Create User Assighed Managed Identity

Basics Tags  Review + create

Project details
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manage all your resources.
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Create new
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% nillsf2 / Hands-on-Kubernetes-on-Azure-Third-Edition @©Watch v 0 Yy Star 0 % Fork 1
forked from PacktPublishing/Hands-on-Kubernetes-on-Azure-Third-Edition

<> Code 1% Pull requests ® Actions [ Projects 07 wiki @ Security |~ Insights
¥ main ~ Hands-on-Kubernetes-on-Azure-Third-Edition / .github / workflows / pipeline.yaml  view runs Go to file o

. NillsF Update pipeline.yaml Latest commit 7ebazde 13 minutes ago &) History

A 1 contributor

74 lines (61 sloc) 2.2 KB Raw Blame ;l

# This is a basic workflow to help you get started with Actions
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapteres$ kubectl get pv

NAME CAPACITY  ACCESS MODES RECLAIM POLICY STATUS CLAIM
pvc-50507406-5dfe-46d5-88e5-a6e3f477be40  8Gi RWO Delete Bound default/data-wp-mariadb-@
pvc-848e0fc5-ed4b-4765-aa0d-544f014d6997  10Gi RWO Delete Bound default/wp-wordpress
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chaptere7$ kubectl get pods -n kube-system

NAME READY  STATUS RESTARTS  AGE
coredns-autoscaler-5b6cbd75d7-8h548 1/ Running 3! 2d22h
coredns-b94d8b788-6nhmm 1/1 Running 2 | 2d22h
coredns-b94d8b788-thj5c 1/1 Running 1 2d22h
ingress-appgw-deployment-6b7cf64577-4qfrg 1/1 Running @ 15h
kube-proxy-4b7f9 1/1 Running 1 2d23h
kube-proxy-x66h9 1/1 Running 2 3d
metrics-server-77c8679d7d-bkbc4 1/1 Running 1 2d22h
omsagent-n796q 1/1 Running 2 3d
omsagent-q7sgf 1/1 Running 1 2d23h
omsagent-rs-7477b9d5d5-r2vas 1/1 Running 1 2d22h
tunnelfront-65dd977bdf-trtp9 1/1 Running 1 2d22h





OEBPS/image/B17338_10_24.jpg
Home > Key vaults » Create key vault >
Create key vault X

Basics  Access policy  Networking  Tags  Review + create
Enable Access to:

D Azure Virtual Machines for deployment ®

D Azure Resource Manager for template deployment ©

D Azure Disk Encryption for volume encryption ®

Permission model @ Vault access policy

O Azure role-based access control (preview)

+ Add Access Policy

Current Access Policies

Name Email Key Permissions Secret Permissions
USER
sa Handsonaksbook  handson-aks-book o... | 9 selected v | [ 7 selected

I ,
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handsonaks@devMachine:~/http$ func kubernetes deploy --name python-http \
> --registry handsonaksbook.azurecr.io
Running 'docker build -t handsonaksbook.azurecr.io/python-http /home/handsonaks/http’..done
Running 'docker push handsonaksbook.azurecr.io/python-http ... ..o i i ittt tetteteeanencennsnnnnnnannns
secret/python-http created
secret/func-keys-kube-secret-python-http unchanged
serviceaccount/python-http-function-keys-identity-svc-act unchanged
role.rbac.authorization.k8s.io/functions-keys-manager-role unchanged
rolebinding.rbac.authorization.k8s.io/python-http-function-keys-identity-svc-act-functions-keys-manager-rolebinding unchanged
service/python-http-http created
deployment.apps/python-http-http created
Waiting for deployment “"python-http-http" rollout to finish: @ of 1 updated replicas are available...
deployment “python-http-http" successfully rolled out

python-http - [httpTrigger]

Invoke url: http://20.69.187.2/api/python-http

Master key: f1DBU2gr4gAfB9a47dONh8u5DUFNUUZ27XLS9Ci1IWTDo6B14CGLNA==
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chaptered$ kubectl get service

NAME TYPE

frontend ClusterIP
kubernetes ClusterIP
redis-master ClusterIP

redis-replica ClusterIP

CLUSTER-IP
10.0.118.101
10.0.0.1
10.0.181.124
10.0.138.136

EXTERNAL-IP
<none>
<none>
<none>
<none>

PORT(S)
80/TCP
443/Tcp
6379/TCP
6379/TCP

AGE
76s
3d22h
77s
77s
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2 items
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D . aks-agentpool-36910094-nsg | mc_rg-handsonaks_handsona.. West US 2

D . vm-handsonaksNSG rg-handsonaks-vm West US 2
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Select the subscription to manage deployed resources and costs. Use resource groups like folders to organize and
manage all your resources.
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L Resource group * ® l (New) ASO v l
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapter12$ kubectl get service
NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE

kubernetes ClusterIP 10.0.0.1 <none> 443/TCP 4h39m
wp-wordpress LoadBalancer 10.0.174.94 51.143.111.39 80:32393/TCP,443:32765/TCP 12m
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Home > Microsoft.StorageAccount-20210220083531 > handsonaks
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Use access keys to authenticate your applications when making requests to this Azure storage account.
Store your access keys securely - for example, using Azure Key Vault - and don't share them. We
recommend regenerating your access keys regularly. You are provided two access keys so that you can
maintain connections using one key while regenerating the other.

When you regenerate your access keys, you must update any Azure resources and applications that

access this storage account to use the new keys. This action will not interrupt access to disks from your
virtual machines. Learn more about regenerating storage access keys o'

Storage account name
l handsonaks [}

keyt ()

Key
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Connection string

l DefaultEndpointsProtocol=https;AccountName=handsonaks;AccountKey=H1fqgySVMUrsWYDZt... ( [1a] D
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapteres$ kubectl get service -w

NAME TYPE CLUSTER-IP EXTERNAL-IP  PORT(S) AGE
frontend LoadBalancer  10.0.23.47 <pending> 80:30619/TCP  4s
kubernetes ClusterIP 10.0.0.1 <none> 443/TCP 27h
redis-master ClusterIP 10.0.184.142 <none> 6379/TCP 4s
redis-replica ClusterIP 10.0.218.85 <none> 6379/TCP 4s

frontend LoadBalancer 10.0.23.47 20.72.244.113 80:30619/TCP Ss
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x Threat protection for supported Paa$ services

Azure Defender on

+/ Continuous assessment and security recommendations
/ Azure Secure Score

/ Justin time VM Access

+/ Adaptive application controls and network hardening
+/ Regulatory compliance dashboard and reports

+/ Threat protection for Azure VMs and non-Azure servers
(including Server EDR)

+/ Threat protection for supported Paa$ services

? Azure Defender plan will apply to: 9 resources in this subscription

A Select Azure Defender plan by resource type Enable all

Azure Defender for Resource Quantity Pricing
E Servers 2 servers $15/Server/Mon
E‘S App Service 0 instances $15/Instance/M« @
ﬁ, Azure SQL Database 0 servers $15/Server/Mon
@ SQL servers on machines 0 servers 211150/155&/[;2:/;},‘::
= Storage 2 storage accounts $0.02/10k transz
Kubernetes 4 kubernetes cores $2/VM core/Mo
Container registries 0 container registries $0.29/Image
1 key vaults $0.02/10k transactions

Resource Manager (Previe...

FREE during pre'

Y
@ Keyvaut
)
o

DNS (Preview)

FREE during pre' ©
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azureuser@vm-handsonaks:~/Hands-On-Kubernetes-on-Azure/Chapter11$ kubectl get service -w

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE
frontend LoadBalancer 10.0.102.40 <pending> 80:32508/TCP  4s
kubernetes ClusterIP 10.0.0.1 <none> 443/TCP 157m
redis-master ClusterIP 10.0.104.61 <none> 6379/TCP 76s
redis-replica ClusterIP 10.0.197.130  <none> 6379/TCP 76s

frontend LoadBalancer 10.0.102.40 40.64.65.202 80:32508/TCP 13s
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son-aks-book@ou
IE

Notifications X
More events in the activity log > Dismiss all v/
mmm Scaling node pool... Running X

Scaling node pool ‘agentpool' in Kubernetes service 'handsonaks'...

a few seconds ago
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Every 2.0s: kubectl get nodes cc-9c4498d9-69cbc6fb69-n2kdc: Sat Feb 6 23:56:13 2021

NAME STATUS ROLES AGE VERSION
aks-nodepooll-36910094-vmss@00000  Ready agent 7d3h v1.18.14
aks-nodepooll-36910094-vmss@00001  Ready agent 7d3h v1.18.14
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chaptere3$ kubectl create -f redis-master-service.yaml
service/redis-master created

user@Azure:~/Hands-On-Kubernetes-on-Azure/Chaptere3$ kubectl get service

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE

kubernetes ClusterIP 10.0.0.1 <none> 443/TCP 43h

redis-master ClusterIP 10.0.106.207 <none> 6379/TCP  7s
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Home > Microsoft.StorageAccount-20210130130516 > aadpodidtest New Container X
= aadpodidtest | Containers »

Storage account

Name *
P Search (Ctrl+/) « —~+ Container ﬂ Change access level 9 Restore containers 1 l uploadedfiles \/]
= Overview l l Search containers by prefix Public access level ©
& Activity log @ Show deleted containers l Private (no anonymous access) v l
¢ Tags Name Last modified Pub v Advanced

& Diagnose and solve problems You don't have any containers yet. Click '+ Container' to get started.

A Access Control (IAM)

W Data transfer

’ Events
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handsonaks@devMachine:~$ az login
To sign in, use a web browser to open the page https://microsoft.com/devicelogin
and enter the code RTQD666WS to authenticate.
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NAME

csi-demo-file
csi-secrets-csi-secrets-store-provider-azure-1nslh
csi-secrets-csi-secrets-store-provider-azure-ndzfg
csi-secrets-secrets-store-csi-driver-kvc82
csi-secrets-secrets-store-csi-driver-xw5s6w
csi-demo-file

READY
/1
1/1
1771
3/3
3/3
1/1

user@Azu;e:~]Hands;0n-Kubernetes-0n-Azure/Chapter19$ kubectl get pods -w

STATUS
ContainerCreating
Running

Running

Running

Running

Running

RESTARTS

)
)
]
)
)
o

AGE
1s

81m
81m
81m
81m
3s
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Status:

Conditions:
Last Transition Time: 2021-01-24T22:57:12Z
Message: Waiting on certificate issuance from order default/frontend-tls-p528r-
3330258237: “pending"
Reason: Pending
Status: False
Type: Ready
Events:
Type Reason Age  From Message

Normal OrderCreated 1@s cert-manager Created Order resource default/frontend-tls-p528r-333
0258237

Normal OrderPending 1@s cert-manager Waiting on certificate issuance from order default/fr
ontend-tls-p528r-3330258237: ""





OEBPS/image/B17338_15_17.jpg
% nillsf2 / Hands-on-Kubernetes-on-Azure-Third-Edition
forked from PacktPublishing/Hands-on-Kubernetes-on-Azure-Third-Edition

<> Code 1% Pull requests ® Actions [ Projects 07 wiki

Select workflow
Showing runs from all workflows
Q_ Filter workflows
16 workflow runs
Event v Status v Branch v Actor v

@ Update pipeline.yaml
Pipeline #16: Commit 0f55aa3 pushed by NillsF

main

® Watch ~

0] Security

0 Y7 Star | 0 % Fork

|~ Insights

1

New workflow

B 25 minutes ago

@ sis
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Alert detalls ~ Take action

~ & Mitigate the threat

Ask the machine owner if this is intended behavior.

If the activity is unexpected, treat the machine as potentially compromised and remediate as follows.

Isolate the machine from the network to prevent lateral movement.

Run a full antimalware scan on the machine, following any resulting remediation advice.

Review installed / running software on the machine, removing any unknown or unwanted packages.

Revert the machine to a known good state, reinstalling operating system if required and restoring software from
a verified malware-free source.

Resolve Azure Security Center recommendations for the machine, remediating highlighted security issues to

prevent future breaches.

You have 0 more alerts on the affected resource. View all >>
~ @ Prevent future attacks

Solving security recommendations can prevent future attacks by reducing attack surface.
A {&) Trigger automated response
Trigger Logic App as an automated response to this security alert. You can get suggested responses in the ASC Community GitHub Repo.
Trigger Logic App
A & Suppress similar alerts

You can suppress similar alerts by creating suppression rule with pre-defined conditions.

Create Suppression Rule
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapter1l$ az aks get-credentials -n handsonaks -g rg-handsonaks
The behavior of this command has been altered by the following extension: aks-preview

A different object named handsonaks already exists in your kubeconfig file.

overwrite? (y/n): y

A different object named clusterUser_rg-handsonaks_handsonaks already exists in your kubeconfig file.
overwrite? (y/n): y

Merged "handsonaks™ as current context in /home/kelly/.kube/config
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapter12$ kubectl get rg -w
NAME PROVISIONED  MESSAGE

aso-resources

aso-resources

aso-resources  true successfully provisioned
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapter@3$ helm ls
NAME NAMESPACE REVISION UPDATED STATUS CHART APP VERSION
handsonakswp default 1 2021-01-17 22:49:58.470139624 +0000 UTC deployed wordpress-10.4.2 5.6.0
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Home > Security Center » Security alerts » Exposed Kubernetes dashboard detectea >

Security alert =

2517888643618434969_e171abf2-1e8f-4cb6-a2c2-afe28bc5atac
0 Exposed Kubernetes dashboard detected
High 3% Active <7 @ 02/15/21, 04:47 PM (UTC-8)...
Severity Status Activity time
Alert description
Kubernetes audit log analysis detected exposure of the Kubernetes Dashboard by a LoadBalancer
service.
Exposed dashboard allows an unauthenticated access to the cluster management and poses a

security threat.

Affected resource

HANDSONAKS
Kubernetes service

? Azure subscription 1

Subscription

MITRE ATT&CK® tactics ©

® Initial Access

L] i ﬂ I ® ® ® ® ® ® ® ® ® ® ®
Do
v Was thisusefu? (O Yes (O No X

Alert details  Take action

Service name

kubernetes-dashboard

Namespace

kubernetes-dashboard

Port
443

Target port
8443

Related entities

Username

masterclient

Detected by

Microsoft

~ ‘ Azure resource (1)

Resource ID

/SUBSCRIPTIONS/EDE7A1E5-4121-...

Subscription ID

EDE7A1E5-4121-427F-876E-E100EBA989A0

Next: Take Action
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chaptere3$ kubectl exec -it redis-master-766c5cf5c8-pw7qg -- redis-cli
127.0.0.1:6379> CONFIG GET maxmemory

1) "maxmemory"

2) "2097152"

127.0.0.1:6379> CONFIG GET maxmemory-policy

1) "maxmemory-policy™

2) "allkeys-lru"

127.0.0.1:6379> exit
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapteres$ az aks get-credentials -g rg-handsonaks \
> -n handsonaks --overwrite-existing

The behavior of this command has been altered by the following extension: aks-preview

Merged "handsonaks™ as current context in /home/kelly/.kube/config
user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapteres$ kubectl get nodes

NAME STATUS ROLES AGE VERSION
aks-nodepooll-36910094-vmss@00000  Ready agent 107s v1.18.14
aks-nodepooll-36910094-vmss@00001  Ready agent 105s v1.18.14
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Security alert =

2517888645998938569_fcee01ed-c8aa-40fb-a43f-1cc139eea572
© New high privileges role detected

Low 3¢ Active

Severity Status Activity time

Alert description
Kubernetes audit log analysis detected a new role with high privileges. A binding to a role with
high privileges gives the user\group high privileges in the cluster.

Unnecessary privileges might cause privilege escalation in the cluster.

Affected resource

HANDSONAKS

e 1]
k1] "
BB Kubernetes service

Azure subscription 1
Subscription

MITRE ATT&CK® tactics ©

® Persistence

v Was thisuseful? (O Yes (O No X

G @ 02/15/21, 04:43 PM (UTC-8)...

Alert details  Take action

Role name

super-admin
Namespace
ClusterRole (Cross namespaces)

Action

create

Rules

[{"resources":["*"],"apiGroups":["

"]."verbs":["*"]}]

Related entities

~ ‘ Azure resource (1)

Resource ID Subscription ID

/SUBSCRIPTIONS/EDE7A1... EDE7A1E5-4121-427F-876E-E100EBA989A0

Detected by

BE Microsoft
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10.240.0.5 - - [26/Jan/2021:04:29:37 +0000] "GET /guestbook.php?cmd=get&key=messages HTTP/1.1" 2

0 260 "http://51.143.114.

234/" "Mozilla/5.0 (Windows NT 10.0; Win64; x64) AppleWebKit/537.36 (KH

ML, like Gecko) Chrome/88 324.96 Safari/537.36 Edg/88.0.705.49"
hostname at the beginning of 'set’' command localhost

10.240.0.
hello, testnew%2@message
0; Winé4; x64) AppleWebkK
705.49"

26/Jan/2021:04:29:41 +0000] "GET /guestbook.php&key=messages&value=,test,

HTTP/1.1" 200 1400 "http://51.143.114.234/" "Mozilla/5.@ (Windows NT 1@.
t/537.36 (KHTML, like Gecko) Chrome/88.0.4324.96 Safari/537.36 Edg/88.0.
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Search by nam

Name

coredns
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ingress-appgw-deployment
metrics-server

omsagent-rs

serverl

server2

tunnelfront

Namespace

kube-system
kube-system
kube-system
kube-system
kube-system
default

default

kube-system

Nodes

Ready

2/2

7

7

7

7

7

7

7

Controllers

Up-To-Date

2

l . View Workbooks

vll ? Help v

Containers

Available

2

Age

3 days
3 days
3 days
3 days
3 days
8 hours
8 hours

3 days

Deployments (Preview)

»
server1
Deployment

Describe

Selector

server=server1 </ >
Raw

Replicas

1 desired | 1

updated | 1 total

| 1 available | 0
unavailable

StrategyType
RollingUpdate
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Every 2.0s: kubectl get nodes €c-9c4498d9-69cbc6fb69-n2kdc: Sun Feb 7 @0:

NAME STATUS ROLES AGE VERSION
aks-nodepooll-36910094-vmss@00000  Ready agent 7d3h v1.18.14
aks-nodepooll-36910094-vmss@00@01  Ready agent 7d3h v1.18.14





OEBPS/image/B17338_15_25.jpg
% nillsf2 / Hands-on-Kubernetes-on-Azure-Third-Edition ®Watch ~ | 0 | f¥star 0 | | FFork 1
forked from PacktPublishing/Hands-on-Kubernetes-on-Azure-Third-Edition
<> Code 1% Pull requests ® Actions [ Projects 0 wiki @ security |~ Insights

® Update pipeline.yaml Pipeline #30 Cancel workflow |+
(@ Summary Triggered via push now Status Total duration Artifacts
; @ NillsF pushed -o- 26b35cc main Queued = -
Jobs
e Cl
pipeline.yaml
on: push
e ql O
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Home > aks-agentpool-39838025-vmss

aks-agentpool-39838025-vmss | Instances

Virtual machine scale set e
[p Search (Ctrl+/) l « [> Start Q‘ Restart D Stop & Reimage ]E] Delete T Upgrade O Refresh
2 s
% Overview l 0 Search virtual machine instances
-] Activity log Name Computer name Status
A Access control (IAM) [ aks-agentpool-39838025-vmss 0 aks-agentpool-3983... @ Running
® Tags O Stopped (deallocated)

/? Diagnose and solve problems
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chaptere4$ kubectl get replicaset

NAME DESIRED CURRENT READY  AGE
frontend-666b4455f5 (] (] (] 12m
frontend-74f5779d98 3 3 £) 8mlls
redis-master-f46ff57fd il il ik 12m
redis-replica-5bc7bcc9ca 2 2 2 12m
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chaptere7$ kubectl get nodes
NAME STATUS ROLES  AGE VERSION
aks-agentpool-39838025-vmss@00000 Ready agent  3d v1.19.6
aks-agentpool-39838025-vmss@00002  Ready agent 2d23h v1.19.6
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Recommendations

Showing subscription ‘Azure subscription 1'
' Download CSV report < Guides & Feedback
@ You may be viewing limited information. To get tenant-wide visibility, click here =

Secure Score Recommendations status Resource health

=) 4 completed controls 10 Total ‘é""‘“’"‘y
- =
o 32 A) (~10 of 31 points)

10 Healthy

B TOTAL 3

(% ) Y= 16 completed recommendations 28 Total

v— Not applicable
5
Azure Security Benchmark
Azure Security Benchmark is now the default policy initiative for Azure Security Center. The benchmark is the foundation for Security Center's
< recommendations. >

Learn more >

Each security control below represents a security risk you should mitigate.
Address the recommendations in each control, focusing on the controls worth the most points.
To get the max score, fix all recommendations for all resources in a control. ~ Learn more >

Control status : 2 Selected Recommendation status : 2 Selected

Reset  Group by controls:

filters Q on
Recommendation maturity : All Severity : All Resource type : All
Response actions : All Contains exemptions : All Environment : All
Controls Potential score increase Unhealthy resources Resource health

> Remediate vulnerabilities

+ 19% (6 points) 1 of 1 resources I
> Remediate security configurations + 13% (4 points) 1 of 1 resources T —
> Manage access and permissions + 13% (4 points) 1 of 1 resources T —
> Restrict unauthorized network access + 13% (4 points) 1 of 1 resources I
> Protect applications against DDoS attacks + 6% (2 points) 1 of 3 resources I —
> Enable auditing and logging + 3% (1 point) 1 of 1 resources T —
>  Enable Azure Defender @ Completed +0% (0 points) None |
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% nillsf2/

®Watch v 0 Y% Star | 0 % Fork | 1

Hands-on-Kubernetes-on-Azure-Third-Edition
forked from PacktPublishing/Hands-on-Kubernetes-on-Azure-Third-Edition

<> Code 1% Pull requests

Options

Manage access
Security & analysis
Branches
Webhooks
Notifications
Integrations
Deploy keys
Actions

Environments

Actions

Codespaces

Moderation settings

® Actions [ Projects 07 wiki @ Security |~ Insights 3 Settings

Actions secrets New repository secret

Secrets are environment variables that are encrypted. Anyone with collaborator access to this repository
can use these secrets for Actions.

Secrets are not passed to workflows that are triggered by a pull request from a fork. Learn more.

Environment secrets

There are no secrets for this repository's environments.

Encrypted environment secrets allow you to store sensitive information, such as access tokens,
in your repository environments.

Manage your environments and add environment secrets

Repository secrets

There are no secrets for this repository.

Encrypted secrets allow you to store sensitive information, such as access tokens, in your
repository.
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Tracking prevention
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chaptere7$ kubectl get all
NAME READY  STATUS RESTARTS  AGE

pod/frontend-766d4f77cb-859v8 1/1 Running %) 17s
pod/frontend-766d4f77cb-grfcx 1/1 Running ] 17s
pod/frontend-766d4f77cb-vq5dd 1/1 Running (2] 17s
pod/redis-master-fa6ff57fd-fbsk2 1/1 Running ] 17s
pod/redis-replica-57c8c66cc4-8jx7t  1/1 Running (] 17s
pod/redis-replica-57c8c66cc4-crltb  1/1 Running ] 17s
pod/redis-replica-57c8c66cca-fddvg 0/1 Terminating © 76m
pod/redis-replica-57c8c66cc4-mwtp9  0/1 Terminating © 76m

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE
service/frontend LoadBalancer 10.0.184.216 51.143.114.234 80:30977/TCP 17s
service/kubernetes ClusterIP 10.0.0.1 <none> 443/TCP 34h
service/redis-master ClusterIP 10.0.102.11 <none> 6379/TCP 17s
service/redis-replica ClusterIP 10.0.48.214 <none> 6379/TCP 17s
NAME READY UP-TO-DATE AVAILABLE AGE
deployment.apps/frontend 3/3 3 3 17s
deployment.apps/redis-master 1/1 1 1 17s
deployment.apps/redis-replica 2/2 2 2 17s

NAME DESIRED CURRENT READY  AGE
replicaset.apps/frontend-766d4f77cb 3 3 3 17s
replicaset.apps/redis-master-f46ff57fd 1 1 1 17s

replicaset.apps/redis-replica-57c8c66cc4 2 2 2 17s
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Home > Storage accounts > handsonaks >

m function
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O Search (Ctrl+/) «
1 Overview
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Settings
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handsonaks@devMachine:~/js-queue$ func init --docker
Select a number for worker runtime:
1. dotnet

2. node

3. python

4. powershell

5. custom

Choose option: 2

node

Select a number for language:

1. javascript

2. typescript

Choose option: 1

javascript

Writing package.json

Writing .gitignore

Writing host.json

Writing local.settings.json
Writing /home/handsonaks/js-queue/.vscode/extensions.json
Writing Dockerfile

Writing .dockerignore
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Home > Key vaults >
Create key vault

Basics  Access policy ~ Networking  Tags  Review + create

Azure Key Vault is a cloud service used to manage keys, secrets, and certificates. Key Vault eliminates the need for developers
to store security information in their code. It allows you to centralize the storage of your application secrets which greatly
reduces the chances that secrets may be leaked. Key Vault also allows you to securely store secrets and keys backed by
Hardware Security Modules or HSMs. The HSMs used are Federal Information Processing Standards (FIPS) 140-2 Level 2
validated. In addition, key vault provides logs of all access and usage attempts of your secrets so you have a complete audit
trail for compliance.

Project details

Select the subscription to manage deployed resources and costs. Use resource groups like folders to organize and manage all
your resources.

Subscription * l Azure subscription 1 v l
Resource group * l csi-key-vault v l
Create new

Instance details

Key vault name * © l csi-key-vault-handson v l
Region * [ westus2 v
Pricing tier * ® l Standard v l

Review + create < Previous Next : Access policy >
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapteres$ kubectl get pods -o wide

NAME READY STATUS RESTARTS AGE P NODE

wp-mariadb-e 1/1 Running @ oml7s  10.244.2.11 aks-agentpool-39838025-vmss000002
wp-wordpress-6f7c4f85b5-wp7qt  1/1 Running @ 2m13s  10.244.0.25 aks-agentpool-39838025-vmss000000





OEBPS/image/B17338_11_41.jpg
user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapter1l$ kubectl exec -it web-server-a
> wget -q0- -T 2 http://10.240.0.42
<!DOCTYPE html>

<html>
<head>
<title>Welcome to nginx!</title>
<style>
body {
width: 35em;
margin: @ auto;
font-family: Tahoma, Verdana, Arial, sans-serif;
}
</style>
</head>
<body>

<h1>Welcome to nginx!</h1>
<p>If you see this page, the nginx web server is successfully installed and
working. Further configuration is required.</p>

<p>For online documentation and support please refer to
<a href="http://nginx.org/">nginx.org</a>.<br/>
Commercial support is available at

<a href="http://nginx.com/">nginx.com</a>.</p>

<p><em>Thank you for using nginx.</em></p>
</body>
</html>
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tim@Azure:~$ kubectl delete pod --all -n no-access

Error from server (Forbidden): pods "azure-vote-back-6bbcb89698-tjpv7" is forbi
dden: User "tim@handsonaksbookoutlook913.onmicrosoft.com" cannot delete resourc
e "pods" in API group "" in the namespace "no-access"

Error from server (Forbidden): pods "azure-vote-front-64b6fd89d6-vm9c8" is forb
idden: User "tim@handsonaksbookoutlook913.onmicrosoft.com" cannot delete resour
ce "pods" in API group "" in the namespace "no-access"

tim@Azure:~$ kubectl delete pod --all -n delete-access

pod "azure-vote-back-6bbcb89698-qrbl4" deleted

pod "azure-vote-front-64b6fd89d6-wkp91l" deleted
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user@zure:~/Hands-0On-Kubernetes-on-Azure/Chapter1@$ kubectl create secret generic myapiurltoken-literal \
> --from-literal=token="superSecretToken" \

>  --from-literal=url=https://my-secret-url-location.topsecret.com

secret/myapiurltoken-literal created
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spec
clusterIP: 10.0.118.101
ports
port
protocol: TCP
targetPort
selector

app: guestbook
tier: frontend

sessionAffinity: None

type LuadBalancerl
status

loadBalancer
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Home > Network security groups >

) aks-agentpool-36910094-nsg = X

Network security group

0 Search (Ctrl+/) « = Move v [i] Delete () Refresh

& Overview A Essentials JSON View
g Activity log Resource group (change) : mc_rg-handsonaks_handsonaks_westus2 Custom security rules : 1 inbound, 0 outbound
Location : West US 2 Associated with : 0 subnets, 1 network interfaces
f A trol (IAM)
ccess control
Subscription (change) : Azure subscription 1
. Tags
Subscription ID : ede7ale5-4121-427f-876e-e100eba989a0
/2 Diagnose and solve problems
Tags (change) : Click here to add tags

Settings .
9 Inbound security rules

Inbound security rules Priority Name Port Protocol Source Destination Action
= Outbound security rules 500 a3f4c65d7d7b948329243... 80 Tcp 108.85.111.151/32  40.64.65.202 O Allow | **
& Network interfaces 65000 AllowVnetinBound Any Any VirtualNetwork VirtualNetwork © Allow o
<2 Subnets 65001 AllowAzureLoadBalancerl... Any Any AzurelLoadBalancer Any @ Allow e
11l Properties 65500  DenyAllinBound Any Any Any Any © Deny et

|9| Locks
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% Managed Identities

@ Azure AD Privileged Identity Management
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7:~/http$ kubectl get deployment
NAME READY UP-TO-DATE AVAILABLE AGE
python-http-http 1/1 1 1 13m
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usér@hzure:~]Hands-On-Kubernetes-on-Azure/Chapter97$ kubectl get pods

NAME

frontend-69f4b6d547-2xq6n
frontend-766d4f77cb-dségb
frontend-766d4f77cb-gvbjj
frontend-766d4f77cb-quw8kv
redis-master-f46ff57fd-qs6gk
redis-replica-57c8c66cca-fddvg
redis-replica-57c8c66cca-mwtp9

user@Azure:~/Hands-On-Kubernetes-on-Azure/Chaptere7$ kubectl get pods

NAME

frontend-69f4b6d547-2xq6n
frontend-766d4f77cb-dségb
frontend-766d4f77cb-gvbjj
frontend-766d4f77cb-quw8kv
redis-master-f46ff57fd-qs6gk
redis-replica-57c8c66cca-fddvg
redis-replica-57c8c66cca-mwtp9

READY STATUS RESTARTS AGE
o/1 ErrImagePull 2] 32s
1/1 Running %] 64m
1/1 Running 2] 64m
1/1 Running 2] 64m
1/1 Running 2] 64m
1/1 Running 2] 64m
1/1 Running 2] 64m
READY STATUS RESTARTS
o/1 ImagePullBackoff| o

1/1 Running 2]

1/1 Running %]

1/1 Running -]

1/1 Running %]

1/1 Running %]

1/1 Running 2]

AGE
66s
64m
64m
64m
64m
64m
64m
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ASC Default (subscription: ede/ale5-4121-4271-876e-e100eba989a0)

Edit Initiative Assignment

Usage of pod HostPath volume mounts should be restricted to a known list to
restrict node access from compromised containers * ©

l audit v l

Kubernetes namespaces to exclude from monitoring of pod HostPath

volume mounts * @ !

l [ "kube-system”, “"gatekeeper-system", “azure-arc"] l

Allowed host paths * ©

{ "paths™: ["/tmp"]} Vv -
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handsonaks@devMachine:~$ docker run hello-world

Unable to find image 'hello-world:latest' locally

latest: Pulling from library/hello-world

0e03bdcc26d7: Pull complete

Digest: sha256:95ddb6c31407e84e91a986b004aced40975cbobdal4b5949f6faac5d2deadbabs
Status: Downloaded newer image for hello-world:latest

Hello from Docker!
This message shows that your installation appears to be working correctly.

To generate this message, Docker took the following steps:

1. The Docker client contacted the Docker daemon.

2. The Docker daemon pulled the "hello-world" image from the Docker Hub.
(amde4)

3. The Docker daemon created a new container from that image which runs the

executable that produces the output you are currently reading.

4. The Docker daemon streamed that output to the Docker client, which sent it
to your terminal.

To try something more ambitious, you can run an Ubuntu container with:
$ docker run -it ubuntu bash

Share images, automate workflows, and more with a free Docker ID:
https://hub.docker.com/

For more examples and ideas, visit:
https://docs.docker.com/get-started/
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redis-replica-786bd64556-7k7cn
redis-replica-786bd64556-dv7qv
redis-replica-786bd64556-jdfxj
redis-replica-786bd64556-7shvm
redis-replica-786bd64556-zgfjq
redis-replica-786bd64556-7k7cn
redis-replica-786bd64556-dv7qv
redis-replica-786bd64556-jdfxj
redis-replica-786bd64556-7shvm
redis-replica-786bd64556-zgfjq
redis-replica-786bd64556-7k7cn
redis-replica-786bd64556-zgfjq
redis-replica-786bd64556-dv7qv
redis-replica-786bd64556-jdfxj
redis-replica-786bd64556-7shvm

/1
/1
/1
/1
/1
/1
/1
/1
/1
/1
1/2°
1'/4°
1/1
1/1
1/1

Pending (]
Pending (]
Pending (]
Pending ]
Pending (]
ContainerCreating
ContainerCreating
ContainerCreating
ContainerCreating
ContainerCreating
Running

Running

Running

Running

Running

OO0

2m29s
2m29s
2m29s
2m28s
2m29s

2m29s
2m29s
2m29s
2m28s
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Home > Default Directory > Groups Add members X
New Group
Group type * ® Search ®

[P Tim ° X

l Security o

Group name * ©

l handson aks users e

Group description ©

I tnler a description for the group
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Assigned

Owners

No owners selected

Members

1 member selected e

Tim
° tim@handsonaksbookoutlook913.onmicrosoft.com
Selected

Selected items

Tim
° tim@handsonaksbookoutlook913.onmicrosoft.com

Remove
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% nillsf2 / Hands-on-Kubernetes-on-Azure-Third-Edition

®Watch v 0 Y7 star | 0 % Fork | 1
forked from PacktPublishing/Hands-on-Kubernetes-on-Azure-Third-Edition
<> Code 1% Pull requests ® Actions [ Projects 07 wiki @ Security |~ Insights
@ Update pipeline.yaml O Re-runjobs v -
Pipeline #16
@ summary TGRS RN LT RS SEatE A P
. @ NillsF pushed -o- 0f55aa3 main Success 51s =
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chaptere4$ kubectl get pods

NAME READY STATUS RESTARTS AGE
frontend-766d4f77cb-578vs 1/1 Running @ 3em
frontend-766d4f77cb-p64vw 1/1 Running @ 3em
frontend-766d4f77cb-wjwj4 1/1 Running @ 3em
redis-master-f46ff57fd-bo518 1/1 Running @ 3em
redis-replica-5bc7bcc9ca-btkzp 1/1 Running @ 3em
redis-replica-5bc7bcc9ca-ckvz2 1/1 Running @ 3em
redis-replica-5bc7bcc9c4-mwmem  1/1 Running @ 3em
redis-replica-5bc7bcc9c4-vdxcl ©/1 Pending| @ 3em
redis-replica-5bc7bcc9c4-vijrgs 0/1 Pending| @ 3em
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapteres$ az ad group show -g 'handson aks users' \
> --query objectId -o tsv
2f5de9a5-dclb-4ee6-b4a2-4898a6ee3fb6
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Create Kubernetes cluster

Basics Node pools  Authentication Networking Integrations ~ Tags  Review + create

Azure Kubernetes Service (AKS) manages your hosted Kubernetes environment, making it quick and easy to deploy and
manage containerized applications without container orchestration expertise. It also eliminates the burden of ongoing
operations and maintenance by provisioning, upgrading, and scaling resources on demand, without taking your applications
offline. Learn more about Azure Kubernetes Service

Project details

Select a subscription to manage deployed resources and costs. Use resource groups like folders to organize and manage all
your resources.

Subscription * © l Azure subscription 1 v l
L Resource group * ® l (New) rg-handsonaks v l
Create new

Cluster details

Kubernetes cluster name * ® l handsonaks \/I
Region* @ [ us) West us 2 v
Availability zones © [ None v
Kubernetes version * ® l 1.196 v l

Primary node pool

The number and size of nodes in the primary node pool in your cluster. For production workloads, at least 3 nodes are
recommended for resiliency. For development or test workloads, only one node is required. If you would like to add
additional node pools or to see additional configuration options for this node pool, go to the ‘Node pools' tab above. You will
be able to add additional node pools after creating your cluster. Learn more about node pools in Azure Kubernetes Service

Node size * ® Standard DS2 v2
Change size

Node count * ® C
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azureuser@m-handsonaks:~$ kubectl get nodes
NAME STATUS ROLES AGE VERSION
aks-nodepooll-36910094-vmss@00000  Ready agent 52m v1.18.14
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapter10$ kubectl exec -it csi-demo-file -- sh
# cd /mnt/secrets-store

# cat k8s-secret-demo

secret-coming-from-key-vault#
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chaptere2$ kubectl get pods

NAME READY  STATUS RESTARTS AGE
azure-vote-back-5f8bd8b-8npsf e/1 ContainerCreating @ 3s
azure-vote-front-7797fb8f5d-n4n9d 0/1 ContainerCreating © 3s
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user@Azure:~/Hands-0On-Kubernetes-on-Azure/Chapter10$ echo https://my-url-location.topsecret.com \

> > secreturl.txt

user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapter10$ echo 'superSecretToken' > secrettoken.txt
user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapter10$ kubectl create secret generic myapi-url-token \
> --from-file=./secreturl.txt --from-file=./secrettoken.txt

secret/myapi-url-token created
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Welcome to Azure Cloud Shell

Select Bash or PowerShell. You can change shells any time via the environment selector in the
Cloud Shell toolbar. The most recently used environment will be the default for your next session.

Bash

PowerShell
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Home > handsonaks

W handsonaks | Diagnose and solve problems

Kubernetes service

l P Search (Ctrl+/) l « Home

= Overview

& Activity log

‘ Search a keyword that best describes your issue x

A Access control (IAM)
@ Tags Azure Kubernetes Service Diagnostics (Preview)

Use Azure Kubernetes Service Diagnostics (Preview) to investigate how your cluster is

Di d sol bl
2 'agnose and solve problems performing, diagnose issues, and discover how to improve its reliability. Select the

@ Security problem category that best matches the information or tool that you're interested in:

o — —

B3 Namespaces

B Workloads Is your cluster experiencing failures or Are you having networking issues with your
unresponsiveness? Investigate and discover cluster? Check out your cluster's network

& Services and ingresses issues that may cause your cluster to no longer configuration and discover issues that may
be manageable. affect your cluster's traffic.

Storage

i 9 Keywords Keywords

E Configuration | Failed State | | Node Readiness | | Node Health | Network Configuration | Subnet | DNS || FQDN
Scaling | [Identity || Certificates | [VNet

Settings

P Node pools
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chaptere3$ kubectl get pods
NAME READY STATUS RESTARTS AGE
redis-master-7f8dc96bd7-tdp75 1/1 Running @ 29s
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Home > Storage accounts >
Create storage account

Basics  Networking Data protection ~ Advanced  Tags  Review + create

Azure Storage is a Microsoft-managed service providing cloud storage that is highly available, secure, durable, scalable, and
redundant. Azure Storage includes Azure Blobs (objects), Azure Data Lake Storage Gen2, Azure Files, Azure Queues, and Azure
Tables. The cost of your storage account depends on the usage and the options you choose below.

Learn more about Azure storage accounts &'

Project details

Select the subscription to manage deployed resources and costs. Use resource groups like folders to organize and manage all
your resources.

Subscription * l Azure subscription 1 v l
Resource group * l aad-pod-id v l
Create new

Instance details

The default deployment model is Resource Manager, which supports the latest Azure features. You may choose to deploy
using the classic deployment model instead. Choose classic deployment model

Storage account name * © l aadpodidtest \/I
Location * [ us) West us 2 v
Performance © @ Standard O Premium

Account kind © [ storagevz (general purpose v2) v
Replication ® l Locally-redundant storage (LRS) v l

BN i Networking >
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©

@ A Not secure | https//nf-aks-book.westus2.clo 2 & InPrivate

Your connection isn't private

Attackers might be trying to steal your information from nf-aks-

book.westus2.cloudapp.azure.com (for example, passwords, messages, or credit cards).

NET=ERR_CERT_AUTHORITY_INVALID

Hide advanced

This server couldn't prove that it's nf-aks-book.westus2.cloudapp.azure.com; its security
certificate is not trusted by your computer's operating system. This may be caused by a
misconfiguration or an attacker intercepting your connection.

Continue to nf-aks-book.westus2.cloudapp.azure.com (unsafe)
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chaptere6$ kubectl get svc

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE
frontend ClusterIP 10.0.42.112 <none> 80/TCP 11lm
kubernetes ClusterIP 10.0.0.1 <none> 443/TCP Sh57m
redis-master ClusterIP 10.0.36.111 <none> 6379/TCP 11lm

redis-replica ClusterIP 10.0.230.112 <none> 6379/TCP 11lm
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Alert detalls ~ Take action

~ & Mitigate the threat

Review the role in the alert details and check the role bindings that are associated with it.
If the high privileges are unnecessary, consider granting more restricted privileges.
You have 2 more alerts on the affected resource. View all >>

A~ @ Prevent future attacks

Your top 3 active security recommendations on $% HANDSONAKS:

I High Y= Running containers as root user should be avoided
I High Y= Container images should be deployed from trusted registries only
I High Y= Overriding or disabling of containers AppArmor profile should be restricted

Solving security recommendations can prevent future attacks by reducing attack surface.

View all 20 recommendations >>
A {&) Trigger automated response

Trigger Logic App as an automated response to this security alert. You can get suggested responses in the ASC Community GitHub Repo.
A & Suppress similar alerts

You can suppress similar alerts by creating suppression rule with pre-defined conditions.

Create Suppression Rule
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‘ Managed Identities
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chaptere4$ kubectl get events | grep ReplicaSet

54m
5mls
6m5s
L EER

Normal
Normal
Normal
Normal

ScalingReplicaSet
ScalingReplicaSet
ScalingReplicaSet
ScalingReplicaSet

deployment/frontend
deployment/frontend
deployment/frontend
deployment/frontend

Scaled up replica set frontend-666b4455f5 to 3
Scaled up replica set frontend-666b4455f5 to 3
Scaled up replica set frontend-74f5779d98 to 1
Scaled down replica set frontend-666b4455f5 to 2
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Project details

Subscription *

L

Instance details

Registry name *

Location *
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l Azure subscription 1 v l
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-
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resources for an Azure solution. l
.azurecr.io
Name *
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support availability zones. Learn more
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chaptere4$ kubectl get hpa
NAME REFERENCE TARGETS MINPODS MAXPODS REPLICAS AGE
frontend-scaler Deployment/frontend <unknown>/50% 1 10 2] 2s
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user@Azuke:~/Hands-0n-Kubernetes-on-Azure/Chapter03$ kubectl get service

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S)
frontend LoadBalancer 10.0.119.181 52.143.73.223 80:30991/TCP
kubernetes ClusterIP 10.0.0.1 <none> 443/TCP
redis-master ClusterIP 10.0.106.207 <none> 6379/TCP

redis-replica ClusterIP 10.0.133.171 <none> 6379/TCP

AGE
41s
43h
32m
9m24s
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% nillsf2 / Hands-on-Kubernetes-on-Azure-Third-Edition ®Watch v+ 0 ¥ star 0 % Fork | 1
forked from PacktPublishing/Hands-on-Kubernetes-on-Azure-Third-Edition

<> Code 1% Pull requests ® Actions [ Projects 07 wiki @ Security |~ Insights 3 Settings

# main ~ Go to file Add file ~ About @
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapter12$ kubectl get mysqlserver -w
NAME PROVISIONED  MESSAGE

wp-helm-mysql

wp-helm-mysql

wp-helm-mysql

wp-helm-mysql request submitted to Azure

wp-helm-mysql  true successfully provisioned
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Events:
Type Reason Age  From Message

Warning FailedScheduling 1@4s default-scheduler ©/2 nodes are available: 1 Insufficient cpu
1 node(s) had taint {node.kubernetes.io/unreachable: }, that the pod didn't tolerate.
Warning FailedScheduling 1@4s default-scheduler ©/2 nodes are available: 1 Insufficient cpu
> 1 node(s) had taint {node.kubernetes.io/unreachable: }, that the pod didn't tolerate.

B
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% nillsf2 / Hands-on-Kubernetes-on-Azure-Third-Edition | ®Watch v+ 0 | ¥ str o0 % Fork 1
forked from PacktPublishing/Hands-on-Kubernetes-on-Azure-Third-Edition
<> Code 1% Pull requests ® Actions [ Projects 07 wiki @ security |~ Insights

@ Update pipeline.yaml Pipeline #30 O Re-runjobs v | e+
(@ Summary Triggered via push 2 minutes ago Status Total duration Artifacts

@ NillsF pushed o 26b35cc main Success 1m 14s -
Jobs
Qc pipeline.yaml

on: push
[ Xeb)

Qa 395 @ < 14s





OEBPS/image/B17338_05_05.jpg
user@Azure:~/Hands-0On-Kubernetes-on-Azure/Chapteres$ kubectl get pods -o wide

NAME

frontend-766d4f77cb-9wot2
frontend-766d4f77cb-vkc2l
frontend-766d4f77cb-z7s54
redis-master-f46ff57fd-hmwr4
redis-replica-786bd64556-hfakd
redis-replica-786bd64556-172z7

READY
17711
1/1
ahll
1/1
1/1
/1]

STATUS

Running
Running
Running
Running
Running
Running

RESTARTS
)

o000 0

AGE
42s
42s
42s
42s
42s
42s

IpP

10.244.0.54
10.244.0.53
10.244.1.79
10.244.0.55
10.244.0.56
10.244.1.80

NODE

aks-agentpool-39838025-vmss000002
aks-agentpool-39838025-vmss@00002
aks-agentpool-39838025-vmss000000
aks-agentpool-39838025-vmss000002
aks-agentpool-39838025-vmss000002
aks-agentpool-39838025-vmss000000
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapterl2$ kubectl rollout status deploy \

> -n azureoperator-system azureoperator-controller-manager

Waiting for deployment "azureoperator-controller-manager” rollout to finish: @ of 1 updated replicas are available...
deployment "azureoperator-controller-manager" successfully rolled out
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No results were found. No results were found.

Resources Doct ion

& kubernetes-dynamic-pvc-c68dal151-777c-4efa-ac72-c05dd... Disk No results were found.

Resource Groups

No results were found.
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/ # az storage blob download --account-name aadpodidtest \

> --container-name uploadedfiles --auth-mode login \

> --file 9.14.png --name 9.14.png -o table

Finished[ 1 100.0000%

Name Blob Type Blob Tier Length Content Type Last Modified Snapshot

9.14.png BlockBlob 76133 image/png 2021-01-30T21:20:48+00:00
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapter10$ kubectl get pods -w

NAME

csi-demo-env

csi-demo-file
csi-secrets-csi-secrets-store-provider-azure-1nslh
csi-secrets-csi-secrets-store-provider-azure-ndzfg
csi-secrets-secrets-store-csi-driver-kvc82
csi-secrets-secrets-store-csi-driver-xw5s6w
csi-demo-env

READY
/1
1/1
1/1
1/
3/3
3/3
1/1

STATUS
ContainerCreating
Running

Running

Running

Running

Running

Running

RESTARTS

)
o
)
)
)
)
o

AGE
1s
38m
12em
12em
12em
12em
4s
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chaptered$ kubectl get nodes -w
NAME STATUS ROLES AGE VERSION
aks-agentpool-39838025-vmss@00000 Ready agent 58m v1.19.6

aks-agentpool-39838025-vmss@00@02 NotReady <none> @s v1.19.6
aks-agentpool-39838025-vmss@00002 NotReady <none> @s v1.19.6
aks-agentpool-39838025-vmss@0@0002 NotReady <none> @s v1.19.6
aks-agentpool-39838025-vmss@00@02 NotReady <none> @s v1.19.6
aks-agentpool-39838025-vmss@@0@@2  NotReady <none> @s v1.19.6
aks-agentpool-39838025-vmss@00002 NotReady <none> @s v1.19.6
aks-agentpool-39838025-vmss@00002  Ready <none> 1@s v1.19.6
aks-agentpool-39838025-vmss@00002  Ready <none> 1@s v1.19.6
aks-agentpool-39838025-vmss@00002  Ready <none> 1@s v1.19.6
aks-agentpool-39838025-vmss@00002  Ready <none> 11s  v1.19.6
aks-agentpool-39838025-vmss@00002  Ready <none> 3@s v1.19.6
aks-agentpool-39838025-vmss@00002  Ready <none> 43s  v1.19.6
aks-agentpool-39838025-vmss@00002  Ready agent 46s  v1.19.6
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user@zure:~/Hands-0n-Kubernetes-on-Azure/Chapter10$ az vmss run-command invoke -g $RGNAME -n $VMSS --command-id \
> RunShellScript --instance-id $INSTANCE --scripts \
> "crictl inspect --output yaml $DOCKERID" \
> -0 yaml | grep SECRET
\ - PKG_RELEASE=1~buster\n - [\n |SECRET_URL:httpS://my-url—location.topsecr‘et.com\n\
\ - I\n | SECRET_TOKEN=superSecretToken\n | - KUBERNETES_SERVICE_PORT_HTTPS=443\n\
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handsonaks@devMachine:~/js-queue$ func new

Select a number for template:

1. Azure Blob Storage trigger

2. Azure Cosmos DB trigger

3. Durable Functions activity

4. Durable Functions HTTP starter

5. Durable Functions orchestrator

6. Azure Event Grid trigger

7. Azure Event Hub trigger

8. HTTP trigger

9. IoT Hub (Event Hub)

10. Azure Queue Storage trigger

11. RabbitMQ trigger

12. SendGrid

13. Azure Service Bus Queue trigger

14. Azure Service Bus Topic trigger

15. SignalR negotiate HTTP trigger

16. Timer trigger

Choose option: 10

Azure Queue Storage trigger

Function name: [QueueTrigger] js-queue

Writing /home/handsonaks/js-queue/js-queue/index.js
Writing /home/handsonaks/js-queue/js-queue/readme.md
Writing /home/handsonaks/js-queue/js-queue/function.json
The function "js-queue" was created successfully from the "Azure Queue Storage trigger" template.
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handsonaks@devnachine:~/js-queue$ kubectl get all

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE
service/kubernetes ClusterIP 10.0.0.1 <none> 443/TCP  4d1Sh

NAME READY  UP-TO-DATE AVAILABLE AGE
deployment.apps/js-queue ©/@ [} [} 12m

NAME DESIRED CURRENT READY  AGE
replicaset.apps/js-queue-6945b55f89 @ [} ] 12m

NAME REFERENCE TARGETS

MINPODS MAXPODS REPLICAS AGE
horizontalpodautoscaler.autoscaling/keda-hpa-js-queue Deployment/js-queue  <unknown>/5 (avg)
1 15 2] 12m
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapter14$ az vm create -g Functions-KEDA -n devMachine \
> --image UbuntulTS --ssh-key-value ~/.ssh/id_rsa.pub \
> --admin-username handsonaks --size Standard_D1_v2
Command group 'vm' is experimental and under development. Reference and support levels: https://aka.ms/CLI_refsta
tus
{- Finished ..
“fqdns": "",
"id": "/subscriptions/ede7ale5-4121-427f-876e-e100ebad89a0/resourceGroups/Functions-KEDA/providers/Microsoft.Co
mpute/virtualMachines/devMachine",
"location": "westus2",

"macAddress": "@@-eD-3A-C5-A7-C2",
"powerstate™: "VM running",

"privateIpAddress™
"publicIpAddress
"resourceGroup”:

"10.0.0.4"

"zones":
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# WARNING!!!! #
# This is a sandbox environment. Using personal credentials #
# is HIGHLY! discouraged. Any consequences of doing so are #
# completely the user's responsibilites. #
# #
# The PWD team. #
HEEHEH

[nodel] (local) root@192.168.0.8 ~

$ docker pull docker/whalesay

Using default tag: latest

latest: Pulling from docker/whalesay

Image docker.io/docker/whalesay:latest uses outdated schemal manifest format. Please u
pgrade to a schema? image for better future compatibility. More information at https:/
/docs .docker . com/registry/spec/deprecated-schema-vl/

190868d63f8: Pull complete

909cd34c6fd7: Pull complete

Ob9bfabab7cl: Pull complete

a3ed95caeb02: Pull complete

00bf65475aba: Pull complete

c57b6bcc83e3: Pull complete

8978£6879e2f: Pull complete

8eed3712d2cf: Pull complete

Digest: sha256:178598e51a26abbc958b8a2e48825c90bc22e641de3d31el8aaf55£3258ba93b
Status: Downloaded newer image for docker/whalesay:latest
docker.io/docker/whalesay:latest

[nodel] (local) root@192.168.0.8 ~

$ docker images

REPOSITORY TAG IMAGE ID CREATED SIZE

docker/whalesay latest 6b362a9f73eb 5 years ago 247MB

[nodel] (local) root@192.168.0.8 ~

$ docker run docker/whalesay cowsay boo

< boo >
\
\
\
H o
H O H =
H o H ——
[AABERALLLLLLALLL I A=
B B e .
\ o _/
\ \ o/
\ A\ 7

[nodel] (local) root@192.168.0.8 ~

s [0
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user@zure:~/Hands-0On-Kubernetes-on-Azure/Chapteril$ az aks get-credentials -g rg-handsonaks -n handsonaks
The behavior of this command has been altered by the following extension: aks-preview

A different object named handsonaks already exists in your kubeconfig file.

overwrite? (y/n): y

A different object named clusterUser_rg-handsonaks_handsonaks already exists in your kubeconfig file.
overwrite? (y/n): y

Merged "handsonaks™ as current context in /home/kelly/.kube/config
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user@Azure:~/Hands-0On-Kubernetes-on-Azure$ az feature show --name EnablePodIdentityPreview \
> --namespace Microsoft.ContainerService -o table
Name RegistrationState

Microsoft.ContainerService/EnablePodIdentityPreview Registering
user@Azure:~/Hands-0On-Kubernetes-on-Azure$ az feature show --name EnablePodIdentityPreview \
> --namespace Microsoft.ContainerService -o table

Name RegistrationState

Microsoft.ContainerService/EnablePodIdentityPreview | Registered
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user@Azure:~/Hands-0On-Kubernetes-on-Azure/Chapteres$ kubectl exec -it no-access-blob-7dbédcb77c-z4mcv -- sh
/ # az login --identity -u ce3b4169-0043-4cb9-abb6-cfafa6ffca46 \

>  --allow-no-subscription -o table

AzureConnectionError: MSI endpoint is not responding. Please make sure MSI is configured correctly.

Error detail: MSI: Failed to acquire tokens after 12 times
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chaptere4$ kubectl get service -w

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE

frontend LoadBalancer 10.0.118.101 <pending> 80:30009/TCP  3m55s
kubernetes ClusterIP 10.0.0.1 <none> 443/TCP 3d22h
redis-master ClusterIP 10.0.181.124  <none> 6379/TCP 3m56s
redis-replica ClusterIP 10.0.138.136 <none> 6379/TCP 3m56s

frontend LoadBalancer 10.0.118.101 52.149.17.246 80:30009/TCP  4m7s
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapter1e$ kubectl get secret
NAME TYPE DATA  AGE
default-token-xphvc kubernetes.io/service-account-token 3 7h26m
myapi-url-token Opaque 2em

2
myapiurltoken-literal| Opaque 2 72s
2

myapiurltoken-yaml Opaque 6m37s
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Is part of

— &

Group
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User

Role delete pod
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Events:

Type Reason Age From Message

Normal  Scheduled 5m3s default-scheduler Successfully assigned default/frontend-69
fabed547-2xqgén to aks-agentpool-39838025-vmss@00000

Normal Pulling 3m33s (x4 over 5m3s) kubelet Pulling image "gcr.io/google-samples/gb-f
rontend:v_non_existent"

Warning Failed 3m33s (x4 over 5m2s) kubelet Failed to pull image "gcr.io/google-sampl
es/gb-frontend:v_non_existent": rpc error: code = NotFound desc = failed to pull and unpack image "gcr.i

o/google-samples/gb-frontend:v_non_existent": failed to resolve reference "gcr.io/google-samples/gb-fron
tend:v_non_existent": gcr.io/google—samplesdgb—frontend:v_non_existent: not found|

Warning Failed 3m33s (x4 over 5m2s) kubelet Error: ErrImagePull
Warning Failed 3m4as (x7 over 5m2s)  kubelet Error: ImagePullBackoff
Normal  Backoff 1s (x20 over 5m2s) kubelet Back-off pulling image "gcr.io/google-sam

ples/gb-frontend:v_non_existent™
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user@zure:~/Hands-0On-Kubernetes-on-Azure/Chapterii$ scp ~/.kube/config azureuser@®52.247.200.153:~

The authenticity of host '52.247.200.153 (52.247.200.153)' can't be established.

ECDSA key fingerprint is SHA256:]GOLLYnwtV@SBMR1JvIcZisiTOwW8pX11ErXNGa51/8.

Are you sure you want to continue connecting (yes/no)? yes

Warning: Permanently added '52.247.200.153' (ECDSA) to the list of known hosts.

config 100% 9768 423.3KB/s 00:00
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Enable Azure Defender on your subscriptions.
Get started with 30-day free trial

Find vulnerabilities, limit your exposure to threats, and detect and respond quickly to attacks with

Security Center on all your subscriptions across hybrid cloud workloads. Learn more >

Cloud workload protection

Cloud securi sture . Advanced threat protection
Y po for machines &

management o " for PaaS

Get continuous assessment and g Protect ‘:""td;“"f’“ l_'””l":"d' on-prem 1o Prevent threats and detect unusual

prioritized security recommendations. servers. Protection includes: activities on PaaS workloads including

configuration and vulnerability

oA et coreand e ‘management, workload hardening and

compliance with regulatory standards

App Service plans, Storage accounts,
and SQL servers

server EDR

Enable Azure Defender on 1 subscriptions Total: 9 resources

[ 14 Total resources BB 2scrvers $15  Server/Month

B © Az subscription 1 9

] , @ 0 4pp senvice instances $15  Instance/Month
B 0 Acure saL Database §15  Sever/Month
== 2 storage accounts $0.02 10k transactions
3 4 Kuberetes cores $2 VM core/Month
@& 0 Container registries $029  Image
@ 1keyvauits $0.02 10k transactions

$15  Server/Month

BA 05 servers onmachines © §0.015  CorefHour

Resource Manager (Preview) FREE during preview o)

o DNS (Preview) FREE during preview (o)

Azure Defender rates will be automatically charged on supported resource types, with a 30-day free tral f not
Upgrade or skip ® previously used. Virtual machines, SQL Servers, App Service instances and Kubernetes Service instances plans are
billed hourly. For more information on Security Center pricing, visit the pricing page>
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deployment.apps/azure-vote-back created
service/azure-vote-back created

deployment.apps/azure-vote-front created
service/azure-vote-front created
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Home Cluster Insights %

‘ 1h‘ Gh‘ 1d ‘ ‘ 2021-01-27 00:30 | 2021-01-28 00:14 ‘ utc ‘ @

Cluster Insights - Identifies scenarios that may cause a cluster to no longer be manageable.

Send Feedbac] Copy Report

° Successful Checks (25)

Tests that succeeded

Checks

° Cluster Subnet

(-]

Network and Connectivity

Monitoring and Logging

Cluster Management

Application and Development

Node Drain Failures

Available Subnet Capacity

Cluster Load Balancer

Cluster Certificates

AKS-managed AAD Integration Issues

Kubernetes Version Check

O 00 000100 O O o

Kubelet Update Bug

Description

Our analysis did not find any issues with the Kubenet cluster subnet
configuration

Allocated Outbound Ports is set to the default value

Our analysis did not find any issues in this category. Please click for
recommended next steps.

Our analysis did not find any issues in this category. Please click for
recommended next steps.

Our analysis did not find any issues in this category. Please click for
recommended next steps.

We found no obvious issues with Node Drain Failures
No obvious issues with node pool subnet capacity

Your AKS cluster is using the recommended Standard SKU Load
Balancer

No cluster certificate issues detected.
Your cluster is not configured to use AKS-managed AAD integration

Your cluster is currently on Kubernetes version 1.19.6, which meets
the minimum requirement and is currently supported.

Your cluster, 'handsonaks', is not affected by this bug

Link

More Info @

More Info @

More Info @

More Info @

More Info @

More Info @
More Info &

More Info @

More Info @
More Info @

More Info @

More Info @
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Home > Security Center » Security policy >

ASC Default (subscription: ede7ale5-4121-427f-876e-e100eba989a0)

Edit Initiative Assignment

Basics  Parameters Remediation Non-compliance messages Review + save

Basics

Scope Azure subscription 1

Exclusions e

Policy definition Azure Security Benchmark

Assignment name ASC Default (subscription: ede7a1e5-4121-427f-876e-e100eba989a0)
Description This is the default set of policies monitored by Azure Security Center. It wa...
Policy enforcement Enabled

Assigned by Security Center

Parameters

AllowedHostPathVolumesinKubernetes...  { "paths™: [ "/tmp" ]}

Remediation

@ No managed identity associated with this assignment.

Non-compliance messages

@ No non-compliance messages associated with this assignment.
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Primary node pool

The number and size of nodes in the primary node pool in your cluster. For production workloads, at least 3 nodes are
recommended for resiliency. For development or test workloads, only one node is required. If you would like to add
additional node pools or to see additional configuration options for this node pool, go to the ‘Node pools’ tab above. You will
be able to add additional node pools after creating your cluster. Learn more about node pools in Azure Kubernetes Service

Node size * @ Standard DS2 v2
Change size

Node count * ® C
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chaptere5$ kubectl get pods -w

NAME

wp-mariadb-e@
wp-wordpress-6f7c4f85b5-gq27t
wp-mariadb-e
wp-wordpress-6f7c4f85b5-gq27t
wp-wordpress-6f7c4f85b5-xm5bb
wp-wordpress-6f7c4f85b5-xm5bb
wp-wordpress-6f7c4f85b5-xm5bb
wp-mariadb-e
wp-wordpress-6f7c4f85b5-gq27t
wp-wordpress-6f7c4f85b5-gq27t
wp-wordpress-6f7c4f85b5-gq27t
wp-mariadb-@

wp-mariadb-@

wp-mariadb-@

wp-mariadb-@

wp-mariadb-e
wp-wordpress-6f7c4f85b5-xm5bb
wp-mariadb-@

wp-mariadb-e
wp-wordpress-6f7c4f85b5-xm5bb

READY
1/1
1/1
171’
1/1
/1
/1
/1
/1
/1
/1
/1
/1
/1
/1
/1
/1
/1
/1
171’
1/1

STATUS RESTARTS

Running @
Running @
Terminating
Terminating
Pending
Pending

ContainerCreating

Terminating
Terminating
Terminating
Terminating
Terminating
Terminating
Pending

Pending

ContainerCreating

Running
Running
Running
Running

)
)
)

o

AGE

2m27s

2m40s
2m29s
2m42s
os
s

OO0

s
2m30s
2m43s
2m48s
2m48s
2m40s
2m40s
s

s

s
66s
66s
98s
111s





OEBPS/image/B17338_15_10.jpg
% nillsf2/ @Watch v 0 Yy Star 0 % Fork | 1
Hands-on-Kubernetes-on-Azure-Third-Edition
forked from PacktPublishing/Hands-on-Kubernetes-on-Azure-Third-Edition

<> Code 1% Pull requests ® Actions [ Projects 07 wiki @ Security |~ Insights 3 Settings

Options Actions secrets / New secret
Manage access Name

Security & analysis AZURE_CREDENTIALS

Branches Value

Webhooks {

ientld": "a66da355-58a2-410d-af4c-f9cfe44f7348",
N OTCationS “clientSecret": "NtMhnqeY4lw-TrSDk~NLv-P-pdsMdn_IYf",
"subscriptionld": "ede7a1e5-4121-427f-876e-e100eba989a0",

. "tenantl| 1cf4b872-ae04-44c8-8318-2ba43e95f591",
EgreEons “activeDirectoryEndpointUrl": "https://login.microsoftonline.com®,
“resourceManagerEndpointUrl": "https://management.azure.com/",
Deploy keys “activeDirectoryGraphResourceld": "https://graph.windows.net/",
"sqlManagementEndpointUrl": "https://management.core.windows.net:8443/",
Actions “galleryEndpointUrl": "https://qgallery.azure.com/",

“"managementEndpointUrl": "https://management.core.windows.net/"
Environments }

Secrets

Moderation settings





OEBPS/image/B17338_04_10.jpg
user@Azu;e:~/Hands-On-Kubernétes-on-Azure/ChapterB4$—kubectl get hpa -w

NAME REFERENCE TARGETS MINPODS MAXPODS
frontend-scaler Deployment/frontend <unknown>/50% 1 10
frontend-scaler Deployment/frontend <unknown>/50% 1 10

frontend-scaler Deployment/frontend 10%/50% 1 10

REPLICAS
2]
1
1

AGE
1s

15s
31s
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user@Az;lre:~7Hands-On-K;ber‘netes-on-Azure/Chapter11$ kubectl create -f allow-a-to-b.yaml
networkpolicy.networking.k8s.io/allow-a-to-b created
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chaptere3$ kubectl describe configmap/example-redis-config

Name: example-redis-config
Namespace: default
Labels: <none>

Annotations: <none>

Data

redis-config:

maxmemory 2mb
maxmemory-policy allkeys-lru
Events: <none>
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Create User Assigned Managed Identity

Basics Tags  Review + create

Project details

Select the subscription to manage deployed resources and costs. Use resource groups like folders to organize and
manage all your resources.

Subscription * @ l Azure subscription 1 v l
Resource group * © l ¥ l
Create new
e
Instance details A resource group is a container that holds related
Region* @ resources for an Azure solution. v
Name * © Name *
| aad—pod—id‘ v |
|

Review + create < Previous m
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useréAzure:~/Hands-On-Kubernetes-on-Azure/Chabtere7$ kubectl exec server2-6c9f779df7-k7gm7 -- \
> rm /usr/share/nginx/html/healthy.html
user@Azure:~/Hands-On-Kubernetes-on-Azure/Chaptere7$ kubectl get pods -w

NAME READY  STATUS RESTARTS  AGE

serverl-698686949-tffwp 1/1 Running @ 3m56s
server2-6c9f779df7-k7gm7  1/1 Running @ 3m56s
server2-6c9f779df7-k7gm7  @/1 Running 1 4m3es
server2-6c9f779df7-k7gm7  1/1 Running 1 4m35s
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Usage of pod HostPath volume mounts should be restricted to a known listtor... X

@ View policy definition

Severity Freshness interval

I Medium 30 Min

A Description
We recommend limiting pod HostPath volume mounts in your Kuberetes cluster to the configured allowed host paths. In case of compromise, the container node access

from the containers should be restricted

- Additional Information

To configure your own parameters:

1. From Security Center's menu, select Security policy.
2. Select the relevant subscription.

3. From the “Security Center default policy” section, select View effective policy.
4. Select ASC Default.

5. Open the Parameters tab and modify the values as required.

6. Select Review + save.

7. Select Save.

Parameters to configure:
« Allowed host paths. Default: {"paths™[}.

A Remediation steps
Manual remediation:
1. Ensure a list of allowed host paths is configured, via the security policy parameters.

2. From the Unhealthy resources tab, select the cluster. Security Center lists the pods running pods with hostPath volume violating the configured list.

3. Update hostPath and redeploy the pod with the updated spec.

A Affected resources

Unhealthy resources (1) Healthy resources (0) Not applicable resources (0)

l O Search managed clusters

(] Name 1y Subscription

D &% handsonaks Azure subscription 1
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user@Azure:~/Hands-0On-Kubernetes-on-Azure/Chapteres$ helm status wp
NAME: wp

LAST DEPLOYED: Sat Jan 23 16:33:41 2021

NAMESPACE: default

STATUS: deployed

REVISION: 1

NOTES:

** please be patient while the chart is being deployed **

Your WordPress site can be accessed through the following DNS name from within your cluster:
wp-wordpress.default.svc.cluster.local (port 80)

To access your WordPress site from outside the cluster follow the steps below:

1. Get the WordPress URL by running these commands:

NOTE: It may take a few minutes for the LoadBalancer IP to be available.
Watch the status with: 'kubectl get svc --namespace default -w wp-wordpress'

export SERVICE_IP=$(kubectl get svc --namespace default wp-wordpress --template "{{ range (index .status.loadB
alancer.ingress @) }}{{.}}{{ end }}")

echo “"WordPress URL: http://$SERVICE_IP/"

echo “"WordPress Admin URL: http://$SERVICE_IP/admin"

2. Open a browser and access WordPress using the obtained URL.
3. Login with the following credentials below to see your blog:

echo Username: user

echo Password: $(kubectl get secret --namespace default wp-wordpress -o jsonpath="{.data.wordpress-password}" |
base64 --decode)
user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapteres$ echo Username: user
Username: user
user@Azure:~/Hands-0On-Kubernetes-on-Azure/Chapteres$ echo Password: $(kubectl get secret --namespace default wp-w
ordpress -o jsonpath="{.data.wordpress-password}" | base64 --decode)
Password: 10V@FVacNF
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user@zure:~/Hands-0On-Kubernetes-on-Azure/Chaptere2$ kubectl get service azure-vote-front --watch

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE
azure-vote-front LoadBalancer 10.0.220.156 |<pending> 80:32248/TCP  3s
azure-vote-front LoadBalancer 10.0.220.156 20.72.205.222 80:32248/TCP 24s
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X
You have no storage mounted

Azure Cloud Shell requires an Azure file share to persist files. Learn more
This will create a new storage account for you and this will incur a small monthly cost. View pricing

* Subscription

Azure subscription 1 Show advanced settings

Close
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Home > Default Directory » Groups >

New Group X

Group type * @
l Security v l

Group name * @

l handson aks admins v l

Group description @
[ Admins for handson aks v]

Membership type @

Assigned v
Owners

1 owner selected
Members

1 member selected

eate
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azureuser@vm-handsonaks:~/Hands-on-Kubernetes-on-Azure/Chapter11$ kubectl get service -w

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE
frontend LoadBalancer 10.0.131.115 <pending> 80:31416/TCP  3s
kubernetes ClusterIP 10.0.0.1 <none> 443/TCP 56s

frontend LoadBalancer 10.0.131.115 10.240.0.35 80:31416/TCP 80s
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user@Azure:~/Hands-0On-Kubernetes-on-Azure/Chaptere7$ kubectl top pods --all-namespaces

NAMESPACE
default
default
kube-system
kube-system
kube-system
kube-system
kube-system
kube-system
kube-system
kube-system
kube-system
kube-system
kube-system

NAME

serverl-698686949-4594b
server2-6c9f779df7-x7wcd
coredns-autoscaler-5b6cbd75d7-8h548
coredns-b94d8b788-6nhmm
coredns-b94d8b788-thj5c
ingress-appgw-deployment-6b7cf64577-4qfrg
kube-proxy-4b7f9

kube-proxy-x66h9
metrics-server-77c8679d7d-bkbca
omsagent-n796q

omsagent-q7sgf
omsagent-rs-7477b9d5d5-r2vas
tunnelfront-65dd977bdf-trtpo

CPU(cores)
im
im
im
3m
3m
4m
im
im
2m
8m
8m
em
83m

MEMORY (bytes)
3Mi
3Mi
7ML
1emMi
1eMi
12Mi
19Mi
22Mi
13Mi
142Mi
149Mi
156Mi
63Mi
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user@Azure:~/Hands-0On-Kubernetes-on-Azure/Chaptere4$ kubectl get pods -o wide

NAME

frontend-766d4f77cb-51tc2
frontend-766d4f77cb-6xwvz
frontend-766d4f77cb-gmdsp
frontend-766d4f77cb-ram7k
frontend-766d4f77cb-sweba
frontend-766d4f77cb-vz726
redis-master-f46ff57fd-wmsn5
redis-replica-5bc7bcc9c4-n9gjt
redis-replica-5bc7bcc9ca-w21d4

READY
1/1
1/1
1/1
1/1
1/1
1/1
1/1
1/1
1/1

STATUS

Running
Running
Running
Running
Running
Running
Running
Running
Running

RESTARTS
)

OO0

AGE
4m22s
30s
30s
4m22s
4m22s
-
4m23s
4m22s
4m22s

IP
10.244.1.6
10.244.1.8
10.244.0.11
10.244.0.8
10.244.1.7
10.244.0.10
10.244.1.4
10.244.1.5
10.244.0.9

NODE

aks-agentpool-39838025-vmss@00001
aks-agentpool-39838025-vmss000001
aks-agentpool-39838025-vmss000000
aks-agentpool-39838025-vmss000000
aks-agentpool-39838025-vmss@00001
aks-agentpool-39838025-vmss000000

aks-agentpool-39838025-vmss@00001
aks-agentpool-39838025-vmss@00001
aks—agentpool—39838925—vm5599999€
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapteree$ kubectl apply -f https://github.com/jetstack]
/cert-manager/releases/download/v1.1.0/cert-manager.yaml
customresourcedefinition.apiextensions.k8s.io/certificaterequests.cert-manager.io created
customresourcedefinition.apiextensions.k8s.io/certificates.cert-manager.io created
customresourcedefinition.apiextensions.k8s.io/challenges.acme.cert-manager.io created
customresourcedefinition.apiextensions.k8s.io/clusterissuers.cert-manager.io created
customresourcedefinition.apiextensions.k8s.io/issuers.cert-manager.io created
customresourcedefinition.apiextensions.k8s.io/orders.acme.cert-manager.io created
namespace/cert-manager created

serviceaccount/cert-manager-cainjector created

serviceaccount/cert-manager created

serviceaccount/cert-manager-webhook created
clusterrole.rbac.authorization.k8s.io/cert-manager-cainjector created
clusterrole.rbac.authorization.k8s.io/cert-manager-controller-issuers created
clusterrole.rbac.authorization.k8s.io/cert-manager-controller-clusterissuers created
clusterrole.rbac.authorization.k8s.io/cert-manager-controller-certificates created
clusterrole.rbac.authorization.k8s.io/cert-manager-controller-orders created
clusterrole.rbac.authorization.k8s.io/cert-manager-controller-challenges created
clusterrole.rbac.authorization.k8s.io/cert-manager-controller-ingress-shim created
clusterrole.rbac.authorization.k8s.io/cert-manager-view created
clusterrole.rbac.authorization.k8s.io/cert-manager-edit created
clusterrolebinding.rbac.authorization.k8s.io/cert-manager-cainjector created
clusterrolebinding.rbac.authorization.k8s.io/cert-manager-controller-issuers created
clusterrolebinding.rbac.authorization.k8s.io/cert-manager-controller-clusterissuers created
clusterrolebinding.rbac.authorization.k8s.io/cert-manager-controller-certificates created
clusterrolebinding.rbac.authorization.k8s.io/cert-manager-controller-orders created
clusterrolebinding.rbac.authorization.k8s.io/cert-manager-controller-challenges created
clusterrolebinding.rbac.authorization.k8s.io/cert-manager-controller-ingress-shim created
role.rbac.authorization.k8s.io/cert-manager-cainjector:leaderelection created
role.rbac.authorization.k8s.io/cert-manager:leaderelection created
role.rbac.authorization.k8s.io/cert-manager-webhook:dynamic-serving created
rolebinding.rbac.authorization.k8s.io/cert-manager-cainjector:leaderelection created
rolebinding.rbac.authorization.k8s.io/cert-manager:leaderelection created
rolebinding.rbac.authorization.k8s.io/cert-manager-webhook:dynamic-serving created
service/cert-manager created

service/cert-manager-webhook created

deployment.apps/cert-manager-cainjector created

deployment.apps/cert-manager created

deployment.apps/cert-manager-webhook created
mutatingwebhookconfiguration.admissionregistration.k8s.io/cert-manager-webhook created
validatingwebhookconfiguration.admissionregistration.k8s.io/cert-manager-webhook created
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Services
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% handsonaks Kubernetes service

t handsonaks-agentpool Managed Identity





OEBPS/image/B17338_10_29.jpg
user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapter1@$ az account show --query tenantId
"1cf4b872-ae@4-44c8-8318-2ba43e95f591"
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% nillsf2 / Hands-on-Kubernetes-on-Azure-Third-Edition ®Watch v 0 | ¥ star
forked from PacktPublishing/Hands-on-Kubernetes-on-Azure-Third-Edition

<> Code 1% Pull requests ® Actions [ Projects 07 wiki @ Security |~ Insights
Hands-on-Kubernetes-on-Azure-Third-Edition / .github / workflows / | pipeline.yaml in main
<> Edit new file & Preview Spaces & 2 ¢

1 # This is a basic workflow to help you get started with Actions
2

0 % Fork 1

Cancel Changes

Nowrap %
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& Container registries
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapter1l$ kubectl exec -it web-server-b -- \
> wget -q0- -T 2 http://10.240.0.17

wget: download timed out

command terminated with exit code 1
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Home > Security Center » Security alerts >

Security alert »

2517888645998938569_fcee01ed-c8aa-40fb-a43f-1cc139eea572

O New high privileges role detected

Low 3% Active &5 @ 02/15/21, 04:43 PM (UTC-8) (3 days ago)
Severity @ Activity time
3¢ Active
Alert description
° Dismissed
Kubernetes audit log analys :ges. A binding to a role with high

privileges gives the user\gr¢
Unnecessary privileges mig|

iter.
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chaptere4$ kubectl get pods

NAME READY STATUS RESTARTS AGE
frontend-766d4f77cb-578vs 1/1 Running @ 37m
frontend-766d4f77cb-p64vw 1/1 Running @ 37m
frontend-766d4f77cb-wjwja 1/1 Running @ 37m
redis-master-f46ff57fd-bo518 1/1 Running @ 37m
redis-replica-5bc7bcc9ca-btkzp 1/1 Running @ 37m
redis-replica-5bc7bcc9ca-ckvz2  1/1 Running @ 37m
redis-replica-5bc7bcc9c4-mwmem  1/1 Running @ 37m
redis-replica-5bc7bcc9c4-vdxcl 1/1 Running @ 37m
redis-replica-5bc7bcc9c4-vjrgs 1/1 Running @ 37m
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user@Azure:~/Hands-0On-Kubernetes-on-Azure/Chapteri2$ az account show
{
"environmentName": "AzureCloud",
"homeTenantId": "1cf4b872-ae@4-44c8-8318-2ba43e95f591",
"id": "ede7ale5-4121-427f-876e-e100eba989a0",
isDefault™: true,
"managedByTenants": [],
"Azure subscription 1",
"Enabled"
"tenantId": "1cf4b872-ae@4-44c8-8318-2ba43e95f591",
"user”: {
"cloudShellID": true,
"name"”: "live.comi#handson-aks-book@outlook.com",
“type": "user"

}

}
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@ kubernetes =

Load balancer

[0 search (Ctrl+) | «

& Overview

@ Activity log

fa Access control (IAM)
' Tags

£ Diagnose and solve problems

Settings

& Frontend IP configuration

Backend pools

@ Health probes

—> Move ~ il Delete () Refresh
A Essentials

Resource group (change)
mc_rg-handsonaks_handsonaks_westus2

Location
West US 2

Subscription (change)
Azure subscription 1

Subscription ID
ede7ale5-4121-427f-876e-e100ebad89a0

SKU
Standard

Tags (change)
Click here to add tags

Backend pool
2 backend pools

Health probe
a7f5dba8981194dbfbcd0f302432de65-TCP-80 (Tcp:30991)

Load balancing rule
a7f5dba8981194dbfbcd0f302432de65-TCP-80 (Tcp/80)

NAT rules
0inbound

Public IP address
2 public IP addresses
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user@Azure:~/Hands-0On-Kubernetes-on-Azure/Chapter@7$ ./testWeb.sh 52.250.77.43
server 1:

24 48 216
server 2:

26 52 234
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useréAzure:~/Hands-On-Kubernetes-on-Azure/Chabter12$ kubectl get mysqldatabase -w

NAME

wordpress-db
wordpress-db
wordpress-db
wordpress-db
wordpress-db

PROVISIONED

true

MESSAGE

mysql.DatabasesCreateOrUpdateFuture: asynchronous operation has not completed
successfully provisioned
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chaptere4$ kubectl describe statefulset wp-mariadb | grep Image
Image: docker.io/bitnami/mariadb:10.5.8-debian-10-r46
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Doct ee all
% Azure Kubernetes Service (AKS) documentation | Microsoft Docs
More services Introduction to Azure Kubernetes Service - Azure ...
Concepts - Access and identity in Azure Kubernetes ...
- Supported Kubernetes versions in Azure Kubernetes Service ...
Navigate
Resource Groups
B No results were found.

? Subscriptions

Didn't find what you were looking for?

Try searching in Activity Log
4l Dashboard 4 Try searching in Azure Active Directory

Searching all subscriptions. Change
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The push refers to repository [handsonaksbook.azurecr.io/python-http]
df6cd30ebo60: Preparing

3d2b11228839: Preparing

8231202a64a5: Preparing

2d5e13cc82bf: Preparing

26d96a77c173: Preparing

efe5c5f89829: Waiting

elbe7fc2a626: Waiting

790ed7eba53ba: Waiting

22bodef21fcc: waiting

fb18487e4285: Waiting

bo86ceddfo7c: waiting

87c8a1d8f54f: Waiting

unauthorized: authentication required
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% nillsf2 / Hands-on-Kubernetes-on-Azure-Third-Edition | ®watch v 0 | ¥ star

forked from PacktPublishing/Hands-on-Kubernetes-on-Azure-Third-Edition

<> Code 1% Pull requests ® Actions [ Projects 07 wiki @ Security |~ Insights

@ Update pipeline.yaml Pipeline #30 © Re-runjobs ~

Set up job

Git checkout

Azure Kubernetes set context
Helm upgrade

Get service IP

> Run PUBLICIP=""

Waiting for public IP...
20.69.117.139

Post Git checkout

Complete job
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapteres$ kubectl get azureidentity
NAME AGE
access-blob-id  59s
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chaptere3$ kubectl get pods

NAME READY  STATUS RESTARTS  AGE

redis-master-766c5cf5c8-pw7qg  1/1 Running @ 13m
user@Azure:~/Hands-On-Kubernetes-on-Azure/Chaptere3$ kubectl exec -it redis-master-766c5cf5c8-pw7qg -- bash
[ root@redis-master-766c5cf5c8-pw7qg:/data ]$ ping redis-master

PING|redis—master.default.svc.cluster.local (10.0.106.207)|56(84) bytes of data.

~C

--- redis-master.default.svc.cluster.local ping statistics ---

2 packets transmitted, @ received, 100% packet loss, time 1002ms

[ root@redis-master-766c5cf5c8-pw7qg:/data ]$ exit
exit
command terminated with exit code 1
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docker run- - -
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Home » Security Center » Recommendations >
Kubernetes Services Management API server should be configured with restrict... X
® View policy definition

Severity Freshness interval

| High 30 Min

A Description

To ensure that only applications from allowed networks, machines, or subnets can access your cluster, restrict access to your Kubernetes Service Management AP server.

You can restrict access by defining authorized IP ranges, or by setting up your API servers as private clusters as explained in https://docsmicrosoft.com/azure/aks/private-
clusters.

A~ Remediation steps

Ouick fix remediation:
To remediate with a single click, in the Unhealthy resources tab (below), select the resources, and click "Remediate”

Read the remediation details in the confirmation box, insert the relevant parameters if required and approve the remediation.

Note: It can take several minutes after remediation completes to see the resources in the 'healthy resources' tab

View remediation logic

Manual remediation:

To manually configure GUNONZEAIPIANGES, follow the steps in Secure access to the APl server using authorized IP address ranges in Azure Kubernetes Service (AKS). If
your existing cluster uses a Basic SKU Load Balancer, you"ll need to redeploy or migrate to a new AKS cluster using the Standard SKU Load Balancer as explained in
Moving from a basic SKU load balancer to standard SKU. If you decide not to redeploy, and you want to move these clusters to the ‘not applicable’ tab, follow the steps

inCreate an exemption rule
A Affected resources

Unhealthy resources (1) Healthy resources (0) Not applicable resources (0)

I/O Search managed clusters

(] Name 1y Subscription

D % handsonaks Azure subscription 1
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Home > Security Center » Security alerts >

Security alert =

2517888643618434969_e171abf2-1e8f-4cb6-a2c2-afe28bc5atac

0 Exposed Kubernetes dashboard detected

High 3% Active < @ 02/15/21, 04:47 PM (UTC-8) (3 days ago)
Severity S

- Activit time

3¢ Active
Alert description

° Dismissed
Kubernetes audit log analys
Exposed dashboard allows

threat.

s Dashboard by a LoadBalancer service.
2r management and poses a security
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapter14$ 1ls ~/.ssh
id_rsa id_rsa.pub known_hosts





OEBPS/image/B17338_10_06.jpg
use}@Azuré:~/Hands-On-Kubernetes-6n-Azure/Chapter16$ kubectl create -f myfirstsecret.yaml
secret/myapiurltoken-yaml created
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Home > Security Center » Security alerts » Digital currency mining container detected >

Security alert »
2517888646014573629_ccbf75eb-b540-4b53-8b80-1636bece3393

0 Digital currency mining container detected

High %% Active 1
Severity Status Activity time

Alert description

Kubernetes audit log analysis detected a container that has an image associated with a
digital currency mining tool.

Affected resource

HANDSONAKS
Kubernetes service

? Azure subscription 1
Subscription

MITRE ATT&CK® tactics ©

* Execution

v Was thisuseful? (O Yes (O No X

® 02/15/21, 04:43 PM (UTC...

Alert details  Take action

Container name

mining

Container image

kannix/monero-miner:latest

Namespace

default

Pod name

alert-test-66dbbb7b78-kkgtr

Related entities

v ‘ Azure resource (1)

Detected by

BR Microsoft
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapter1e$ kubectl exec -it csi-demo-env -- sh
# echo $KEYVAULT_SECRET
secret-coming-from-key-vault
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Dashboard » Key vaults > handsonaks-aso 2> mysqlserver-default-wp-helm-mysql >

clee27c8a32848668288ce66e26cf7f4

Secret Version | @ Directory: Unknown directory

Save X Discard

Properties
Created 2/13/2021, 5:46:58 PM
Updated 2/13/2021, 5:46:58 PM

Secret Identifier

l https://handson-aks-aso.vault.azure.net/secrets... [

Settings
Set activation date? ®©

O

Set expiration date? ©

O

Enabled?

Tags 5
0 tags

Secret
Content type (optional)

Show Secret Value

Secret value

Copy to clipboard
-
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Home > Kubernetes services > handsonaks

Bash vio ? &L

® handsonaks | Networking X
Kubernetes service
[p Search (Ctrl+/) ] « save X Discard
= Overview =
" DNS service IP

@ Activtylog 100010
fa Access control (IAM)

Docker bridge CIDR
@ Tags 17217.0.1/16
£ Diagnose and solve problems

Network policy
@ Security None
Kubernetes resources X X

Traffic routing
B3 Namespaces Load balancer Standard
¥ Workloads - .

Enable HTTP application routing @ D
.-Q] Services and ingresses
i Storage

@ HTTP application routing is only recommended for dev/test clusters
E Configuration
Settings Security
% Node pools Private cluster Not enabled
& Cluster configuration Set authorized IP ranges © =
4 Scal -
L osae Specify IP ranges * @ [40781547 v
2 Networking
4
RO — o

$ curl icanhazip.com

40.78.15.47
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapteres$ kubectl get pods -w

NAME

wp-mariadb-@
wp-wordpress-6f7c4f85b5-1czvx
wp-wordpress-6f7c4f85b5-1czvx
wp-wordpress-6f7c4f85b5-1czvx

READY
1/1
/1
/1
1/1

STATUS

Running
ContainerCreating
Running

Running

RESTARTS
o

2]
o
)

AGE
3em
14m
18m
18m
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Home > handsonaks > Deployments >

:® Logs = X
®E®  handsonaks
£ New Query 1+ x| + QD Feedback 8= Queries [ Query explorer
= o -
% handsonaks Select scope (_Time range : Last 24 hours 0/\ Save v @ Copylink v - New alert rule
Tables Queries Filter « 1B dat? T mater:}alue(
2 InsightsMetrics
3 | where Name "kube_deployment_status_replicas_ready"
I/o Search l : 4 | extend Tags = parse_json(Tags)
- N 5 | extend ClusterId = Tags["container.azm.ms/clusterId"]
(7 Filter) {= Group by: Resource T... v 6 | where "a" "a"
=t 7 | where Tags.deployment in ('server2', ‘serverl', 'tunnelfront', 'omsagent-rs',
- 'metrics-server', 'ingress-appgw-deployment', 'coredns-autoscaler', 'coredns',
T~ Collapse all ‘redis-replica’, 'redis-master', 'frontend')
8 | extend Deployment = tostring(Tags.deployment) A
Favorites 9 | extend Ready = Val / Tags.spec replicas * 100, Updated = Val / Tags. kol
You can add favorites by clicking on Results  Chart 00 Columns v © Display time (UTC+00:00) v @ Group columns
the % icon —_—
B — Completed. Showing results from the last 24 hours. @ 00018 {7 8records ¥
» [ Containerlnventory Deployment Y Age Y Ready Y Updated Y Available Y ReadyTrend
» [ ContainerLog | > serverl 150.742 100 100 100 [100,100,100,100,100,100,100,100
» [ ContainerNodelnventory TS server2 150.692 100 100 100 [100,100,100,100,100,100,100,100,
» Heartbeat
B Heartbea > coredns 4467258 100 100 100 [100,100,100,100,100,100,100,100
» B InsightsMetrics
> coredns-autoscaler 4,467.258 100 100 100 [100,100,100,100,100,100,100,100
> H KubeEvents
> ingress-appgw-deployment  4,129.025 100 100 100 [100,100,100,100,100,100,100,100
» B KubeMonAgentEvents u i L
> ics-
» [ KubeNodelnventory metrics-server 4,467.258 100 100 100 [100,100,100,100,100,100,100,100
» [ KubePodinventory >  omsagent-rs 4467258 100 100 100 [100,100,100,100,100,100,100,100
» [ KubeServices > tunnelfront 4,467.258 100 100 100 [100,100,100,100,100,100,100,100

> B Perf
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapterll$ az vm create --name vm-handsonaks \
--resource-group rg-handsonaks-vm \
--image UbuntuLTs \
--admin-username azureuser \
--ssh-key-values ~/.ssh/id_rsa.pub \
--subnet $VM_SUBNET_ID \
--size Standard_D2_v2
{- Finished ..
“fqdns": ""
"id": /subscrlptlons/ede7a1e5 -4121-427f-876e-e100eba989a0@/resourceGroups/rg-handsonaks
-vm/providers/Microsoft.Compute/virtualMachines/vm-handsonaks™,
"location": "westus2",
"macAddress": "@@-eD-3A-C3-58-B6",
"powerstate™: "VM running",
"privateIpAddress™: "192.168.1.4"
“publiprAddress
resourceGroup g
“zones":

>
>
>
>
>
>
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapter@7$ kubectl get -o wide nodes

NAME STATUS ~ ROLES  AGE VERSION ~ INTERNAL-IP  EXTERNAL-IP  OS-IMAGE KERNEL -VERSION CONTAINER-RUNTIME
aks-agentpool-39838025-vmss@00000 Ready  agent  3d V1.19.6 10.240.0.4  <none> Ubuntu 18.84.5 LTS  5.4.0-1036-azure  containerd://1.4.3+azure
aks-agentpool-39838025-vmss@@eee2 Ready  agent 2d23h  v1.19.6 10.240.0.5  <none> Ubuntu 18.84.5 LTS  5.4.8-1036-azure  containerd://1.4.3+azure
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chaptere7$ kubectl get pods -o

NAME

frontend-766d4f77cb-dségb
frontend-766d4f77cb-gvbjj
frontend-766d4f77cb-qwskv
redis-master-fa6ff57fd-qs6gk
redis-replica-57c8c66cca-fddvg
redis-replica-57c8c66cc4-mwtp9

READY
1/1
1/1
1/1
1/1
1/1
1/1

STATUS

Running
Running
LULLT:
Running
Running
Running

RESTARTS
2]

OO OO ®

AGE

3m56s
3m56s
3m56s
3m56s
3m56s
3m56s

Ip

10.
10.
10.
10.
10.
10.

wide

snoON®

29
45
42
28
43

NODE

aks-agentpool-39838025-vms s000000
aks-agentpool-39838025-vmss@00002
aks-agentpool -39838025-vms s000000
aks-agentpool-39838025-vms s000000
aks-agentpool-39838025-vmss000002
aks-agentpool-39838025-vmss000000

NOMINATED NODE
<none>
<none>
<none>
<none>
<none>
<none>

READINESS GATES
<none>
<none>
<none>
<none>
<none>
<none>
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chaptere5% kubectl get pods -o wide -w

NAME READY STATUS RESTARTS  AGE P NODE NOMINATED NODE
frontend-766d4f77cb-9wot2 1/1 Running © 3mlls 10.244.0.54 aks-agentpool-39838025-vmsse@00092  <none>
frontend-766d4f77cb-vkc2l 1/1 Running © 3mlls 10.244.0.53 aks-agentpool-39838025-vmsse@@@092  <none>
frontend-766d4f77cb-z7s54 1/1 Runnin; (] 3mlls 10.244.1.79 aks-agentpool-39838025-vmsse@0@0e0  <none>
|redis-master-f46ff57fd-hmwra 1/1 Runniﬁg] 2] 3mlls 10.244.0.55 aks-agentpool-39838025-vmss@@ee92  <none>
redis-replica-786bd64556-hfakd  1/1 Running @ 3mlls 10.244.0.56 aks-agentpool-39838025-vmsse@00092  <none>
redis-replica-786bd64556-172z7 1/1 Running © 3mlls 10.244.1.80 aks-agentpool-39838025-vmsse@00000  <none>
frontend-766d4f77cb-9wot2 1/1 Terminating © 7m31ls  10.244.0.54  aks-agentpool-39838025-vmss@@0002  <none>
redis-replica-786bd64556-hfakd  1/1 Terminatin; (] 7m31ls  10.244.0.56  aks-agentpool-39838025-vmss@@@002  <none>
redis-master-f46ff57fd-hmwr4 1/1 Terminating| © 7m31s  10.244.0.55 aks-agentpool-39838025-vmss@@@002  <none>
frontend-766d4f77cb-vkc2l 1/1 Terminating © 7m31s  10.244.0.53  aks-agentpool-39838025-vmss@@@002  <none>
redis-master-f46ff57fd-wpsf4 e/1 Pending ) os <none> <none> <none>
frontend-766d4f77cb-hv8sr 0/1 Pending 2] s <none> <none> <none>
redis-replica-786bd64556-gqwr9v__ 0/1 Pendin (] os <none> <none> <none>
redis-master-f46ff57fd-wpsfa e/1 Pending (] os <none> aks-agentpool-39838025-vmss@00000  <none>
frontend-766d4f77cb-hv8sr e/1 Pending ) os <none> aks-agentpool-39838025-vmss@@000@  <none>
redis-replica-786bd64556-qurov  @/1 Pending (] os <none> aks-agentpool-39838025-vmss@00000  <none>
frontend-766d4f77cb-qbvtq e/1 Pending (] os <none> <none> <none>
frontend-766d4f77cb-gbvtq /1 Pending (] os <none> aks-agentpool-39838025-vmsse@00ee  <none>
redis-master-f46ff57fd-wpsfa e/1 ContainerCreating| © 0s <none> aks-agentpool-39838025-vmss@00008  <none>
frontend-766d4f77cb-hv8sr e/1 ContainerCreating o os <none> aks-agentpool-39838025-vmss@00008  <none>
redis-replica-786bd64556-qurov  @/1 ContainerCreating o os <none> aks-agentpool-39838025-vmss@00000  <none>
frontend-766d4f77cb-qbvtq e/1 ContainerCreating o os <none> aks-agentpool-39838025-vmss@00000  <none>
frontend-766d4f77cb-hv8sr 1/1 Running [ 1s 10.244.1.82  aks-agentpool-39838025-vmsse@eo0e  <none>
redis-replica-786bd64556-qurov  1/1 Running (] 2s 10.244.1.84  aks-agentpool-39838025-vmss@00008  <none>
frontend-766d4f77cb-gbvtg 1/1 Runnin o 3s 10.244.1.83  aks-agentpool-39838025-vmss@0000@  <none>
redis-master-f46ff57fd-wpsfa 1/1 Running ] 3s 10.244.1.81  aks-agentpool-39838025-vmss@00000  <none>
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tim@Azure:~$ kubectl get nodes
To sign in, use a web browser to open the page https://microsoft.com/devicelogi

n and enter the code|RWAKGQQ65| to authenticate.
Error from server (Forbidden): nodes is forbidden: User "tim@handsonaksbookoutl
00k913.onmicrosoft.com" cannot list resource "nodes"™ in API group "" at the clu

ster scope
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NAME READY  STATUS RESTARTS  AGE

wp-mariadb-@ 1/1 Terminating o 3m37s
wp-wordpress-6f7c4f85b5-todlf 1/1 Running (] 3m37s
wp-mariadb-@ e/1 Terminating o 3m39s
wp-mariadb-@ e/1 Terminating o 3m40s
wp-mariadb-@ e/1 Terminating o 3m40s
wp-mariadb-@ e/1 Pending (] os
wp-mariadb-@ e/1 Pending (] os
wp-mariadb-@ e/1 ContainerCreating @ os
wp-mariadb-@ e/1 Running (] 27s
wp-wordpress-6f7c4f85b5-todlf /1 Running (] 4m29s
wp-wordpress-6f7c4f85b5-todlf /1 Running 1 4m39s
wp-mariadb-@ 1/1 Running ] 63s
wp-wordpress-6f7c4f85b5-todlf 1/1 Running 1 5m9s
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Requesting a Cloud Shell.
Connecting terminal...

Welcome to Azure Cloud Shell

Type “"az" to use Azure CLI
Type "help" to learn about Cloud Shell

~$
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useréAzure:~/Hands-On-Kubernetes-on-Azure/Chapter11$ kubectl get pods -w

NAME READY STATUS RESTARTS AGE
web-server-a 0/1 Pending @ s
web-server-a o/1 Pending @ s
web-server-a 0/1 ContainerCreating @ s
web-server-b o/1 Pending %] 0s
web-server-b 0/1 Pending %] s
web-server-b 0/1 ContainerCreating @ s
web-server-b 1/1 Running %] 1s
web-server-a 1/1 Running %] 2s
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapter10$ az vmss run-command invoke -g $RGNAME -n $VMSS --command-id \
> RunShellScript --instance-id $INSTANCE --scripts \
> "docker inspect -f '{{ .Config.Env }}' $DOCKERID" \
> -0 yaml| grep SECRET
message: “"Enable succeeded: \n[stdout]\n[SECRET_URL=https://my—url—location.topsecret.conﬁn\
\| SECRET_TOKEN=superSecretToken\n KUBERNETES_PORT_443_TCP_PORT=443 KUBERNETES_PORT_443_TCP_ADDR=10.0.0.1\
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapterll$ kubectl get pods -o wide

NAME READY STATUS RESTARTS AGE P NODE

web-server-a 1/1 Running @ 111s  10.240.0.17 aks-nodepooll-36910094-vmss000000
web-server-b  1/1 Running @ 110s aks-nodepooll-36910094-vmss@00eol
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user@Azure:~/Hands-0On-Kubernetes-on-Azure/Chaptere4$ kubectl get pods

NAME READY  STATUS RESTARTS  AGE
frontend-766d4f77cb-51tc2 1/1 Running @ 3m57s
frontend-766d4f77cb-6xwvz 1/1 Running @ Ss
frontend-766d4f77cb-gmdsp 1/1 Running @ 5s
frontend-766d4f77cb-r4m7k 1/1 Running @ 3m57s
frontend-766d4f77cb-swé6b4 1/1 Running @ 3m57s
frontend-766d4f77cb-vz726 1/1 Running @ Ss
redis-master-f46ff57fd-wmsn5 1/1 Running @ 3m58s
redis-replica-5bc7bcc9c4-n9gjt 1/1 Running @ 3m57s
redis-replica-5bc7bcc9c4-w2ld4  1/1 Running @ 3m57s
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapteres$ kubectl get all
NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE
service/kubernetes ClusterIP 10.0.0.1 <none> 443/TCP 87m
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapter1e$ kubectl get crd

NAME CREATED AT

azureidentities.aadpodidentity.k8s.io 2021-01-30T20:27:18Z
azureidentitybindings.aadpodidentity.k8s.io 2021-01-30T20:27:18Z
azurepodidentityexceptions.aadpodidentity.k8s.io 2021-01-30T20:27:18Z
secretproviderclasses.secrets-store.csi.x-k8s.io 2021-01-31T18:05:20Z

secretproviderclasspodstatuses.secrets-store.csi.x-k8s.io 2021-01-31T18:05:20Z
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handsonaks@devMachine:~$ wget -q https://packages.microsoft.com/config/ubuntu/18.04/packages-microsoft-prod.deb
handsonaks@devMachine:~$ sudo dpkg -i packages-microsoft-prod.deb
Selecting previously unselected package packages-microsoft-prod.
(Reading database ... 77037 files and directories currently installed.)
Preparing to unpack packages-microsoft-prod.deb ...
Unpacking packages-microsoft-prod (1.0-ubuntul8.e4.2) ...
Setting up packages-microsoft-prod (1.@-ubuntul8.e4.2) ...
handsonaks@devMachine:~$ sudo apt-get update
Hit:1 http://azure.archive.ubuntu.com/ubuntu bionic InRelease
Hit:2 /azure.archive.ubuntu.com/ubuntu bionic-updates InRelease
Hit:3 http://azure.archive.ubuntu.com/ubuntu bionic-backports InRelease
Get:4 https://packages.microsoft.com/ubuntu/18.04/prod bionic InRelease [4003 B]
Hit:5 http://security.ubuntu.com/ubuntu bionic-security InRelease
Get:6 https://packages.microsoft.com/ubuntu/18.04/prod bionic/main amdé4 Packages [165 kB]
Fetched 169 kB in 1s (325 kB/s)
Reading package lists... Done
handsonaks@devMachine:~$ sudo apt-get install azure-functions-core-tools-3 -y
Reading package lists... Done
Building dependency tree
Reading state information... Done
The following package was automatically installed and is no longer required:

linux-headers-4.15.8-135
Use 'sudo apt autoremove' to remove it.
The following NEW packages will be installed:

azure-functions-core-tools-3
@ upgraded, 1 newly installed, @ to remove and 55 not upgraded.
Need to get 209 MB of archives.
After this operation, @ B of additional disk space will be used.
Get:1 https://packages.microsoft.com/ubuntu/18.04/prod bionic/main amd64 azure-functions-core-tools-3 amd64 3.0.3284-1 [2@9 MB]
Fetched 209 MB in 7s (28.9 MB/s)
Selecting previously unselected package azure-functions-core-tools-3.
(Reading database ... 77045 files and directories currently installed.)
Preparing to unpack .../azure-functions-core-tools-3_3.06.3284-1_amdé4.deb ...
Unpacking azure-functions-core-tools-3 (3.0.3284-1) ...
Setting up azure-functions-core-tools-3 (3.0.3284-1) ...

Telemetry

The Azure Functions Core tools collect usage data in order to help us improve your experience.
The data is anonymous and doesn't include any user specific or personal information. The data is collected by Microsoft.

You can opt-out of telemetry by setting the FUNCTIONS_CORE_TOOLS_TELEMETRY_OPTOUT environment variable to ‘1" or 'true' using your favorite shell.
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chaptere3$ helm status handsonakswp
NAME: handsonakswp

LAST DEPLOYED: Sun Jan 17 22:49:58 2021

NAMESPACE: default

STATUS:

REVISION: 1

NOTES:

** please be patient while the chart is being deployed **

Your WordPress site can be accessed through the following DNS name from within your cluster:
handsonakswp-wordpress.default.svc.cluster.local (port 80)

To access your WordPress site from outside the cluster follow the steps below:

1. Get the WordPress URL by running these commands:

NOTE: It may take a few minutes for the LoadBalancer IP to be available.
Watch the status with: 'kubectl get svc --namespace default -w handsonakswp-wordpress’

export SERVICE_IP=$(kubectl get svc --namespace default handsonakswp-wordpress --template "{{ range (index .status|
.loadBalancer.ingress @) }}{{.}}{{ end }}")

echo "WordPress URL: http://$SERVICE_IP/"

echo "WordPress Admin URL: http://$SERVICE_IP/admin"

2. Open a browser and access WordPress using the obtained URL.
3. Login with the following credentials below to see your blog:
echo Username: user

echo Password: $(kubectl get secret --namespace default handsonakswp-wordpress -o jsonpath="{.data.wordpress-passwol
rd}" | base64 --decode)
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user@Azure:~/Hands-0On-Kubernetes-on-Azure/Chapteres$ kubectl get service

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE
kubernetes ClusterIP 10.0.0.1 <none> 443/TCP 7d14h
wp-mariadb ClusterIP 10.0.204.3 <none> 3306/TCP 17m

wp-wordpress LoadBalancer 10.0.189.10 20.72.222.87 80:32239/TCP,443:30828/TCP 17m
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapter10$ kubectl get secret

NAME TYPE
csi-secrets-store-provider-azure-token-8cmok kubernetes.io/service-account-token
default-token-xphvc kubernetes.io/service-account-token
opaque
secrets-store-csi-driver-token-c44td kubernetes.io/service-account-token

sh.helm.release.vl.csi-secrets.vl helm.sh/release.vl

DATA

BWwRww

AGE
124m
23h
4ml7s
124m
124m
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapter@4$ kubectl describe hpa

Name::
Namespace:
Labels:
Annotations:
CreationTimestamp:
Reference:
Metrics:

resource cpu on pods
Min replicas:
Max replicas:
Deployment pods:
Conditions:

Type Status Reason

AbleToscale  True

ScalingActive  True

Scalinglimited True
Events:

Type  Reason

Warning FailedGetResourceMetric
Warning FailedComputeMetricsReplicas

ReadyForNewscale
ValidMetricFound

TooManyReplicas

Message

Age

18m (x3 over 18m)

18m (x3 over 18m)

frontend-scaler
default

<none>

<none>

Wed, 20 Jan 2621 01:10:58 +0000

Deployment/frontend

current / target
(as a percentage of request): [384% (38m) / 50%
1
10

10 current / 10 desired

recommended size matches current size
the HPA was able to successfully calculate a replica count from cpu resource utilization (percentage of request)
he desired replica count is more than the maximum replica count

From

horizontal-pod-autoscaler

horizontal-pod-autoscaler

unable to get metrics for resource cpu: no metrics returned from resource metrics APT

Normal  SuccessfulRescale
Normal  SuccessfulRescale
Normal  SuccessfulRescale
Normal  SuccessfulRescale

13m
11m
11m
11m

Message

unable to get

metrics for resource cpu: no metrics returned from resource metrics API

invalid metrics (1 invalid out of 1), first error is: failed to get cpu utilization:

New size: 19¥reason: ALl metrics below targst

horizontal-pod-autoscaler
horizontal-pod-autoscaler
horizontal-pod-autoscaler

horizontal-pod-autoscaler

New size: 4;
New siz
New size: 10;

reason: cpu resource utilization (percentage of request) above target
reason: cpu resource utilization (percentage of request) above target
reason: cpu resource utilization (percentage of request) above target
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user@Azure:~/Hands-0On-Kubernetes-on-Azure/Chaptere4$ kubectl get secret wp-mariadb -o yaml
apiversion: vi
data:
mariadb-password:
mariadb-root-password:
kind: Secret
metadata:
annotations:
meta.helm.sh/release-name: wp
meta.helm.sh/release-namespace: default
creationTimestamp: "2021-01-20T03:05:01Z"
labels:
app.kubernetes.io/instance: wp
app.kubernetes.io/managed-by: Helm
app.kubernetes.io/name: mariadb
helm.sh/chart: mariadb-9.2.2
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user@Azure:~/Hands-0On-Kubernetes-on-Azure/Chapter@é$ kubectl get certificate
NAME READY  SECRET AGE
frontend-tls False frontend-tls 3s
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Type Reason Age From Message

Normal  Scheduled 21m default-scheduler Successfully assigned default/wp-wordpress|
-6f7c4f85b5-1czvx to aks-agentpool-39838025-vmsse00002

Warning FailedAttachvolume 21m attachdetach-controller Multi-Attach error for volume "pvc-848e@fc
5-ed4b-4765-aa0d-544f014d6997" Volume is already used by pod(s) wp-wordpress-6f7c4f85b5-wp7qt

Warning FailedMount 6m2s (x3 over 15m)  kubelet Unable to attach or mount volumes: unmount
ed volumes=[wordpress-data], unattached volumes=[default-token-kt166 wordpress-data]: timed out waiting for the condition

Normal |SuccessfulAttachVolume | 5m2s attachdetach-controller AttachVolume.Attach succeeded for volume "
pvc-848e0fc5-ed4b-4765-aaed-544f014d6997"

Warning FailedMount 3m46s (x5 over 19m) kubelet Unable to attach or mount volumes: unmount
ed volumes=[wordpress-data], unattached volumes=[wordpress-data default-token-ktl66]: timed out waiting for the condition

Normal 3mlls kubelet Container image "docker.io/bitnami/wordpre
ss:5.6.0-debian-10-r30" already present on machine

Normal Created 3mlls kubelet Created container wordpress

Normal Started 3mlls kubelet Started container wordpress
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapter14$ az aks update -n handsonaks \
> -g rg-handsonaks --attach-acr handsonaksbook
The behavior of this command has been altered by the following extension: aks-preview
AAD role propagation done[ ] 1ee.e000%{
"aadProfile": null,
"addonProfiles": {
"KubeDashboard": {
"config": null,
"enabled": false,
"identity": null
1,
"azurepolicy": {
"config": {
"version"
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user@zure:~/Hands-0On-Kubernetes-on-Azure/Chaptere3$ kubectl describe deployment/redis-master

Name: redis-master

Namespace: default

CreationTimestamp: Sun, 17 Jan 2021 16:42:15 +0000

Labels: app=redis

Annotations: deployment.kubernetes.io/revision: 1

Selector: app=redis,role=master,tier=backend

Replicas: 1 desired | 1 updated | 1 total | 1 available | © unavailable
StrategyType: RollingUpdate

MinReadySeconds: [}

RollingUpdateStrategy: 25% max unavailable, 25% max surge

Pod Template:

Labels: app=redis
role=master
tier=backend

Containers:
master:
Image:
Port:

Host Port:
Requests:
cpu:

memory :
Environment:
Mounts:
Volumes:
Conditions:
Type
Available
Progressing
OldReplicaSets:
NewReplicaSet:
Events:
Type Reason

Normal ScalingReplicaSet 18m

k8s.gcr.io/redis:e2e
6379/TCP
o/TCP

100m
100Mi
<none>
<none>
<none>

Status Reason

True MinimumReplicasAvailable
True NewReplicaSetAvailable
<none>

redis-master-f46ff57fd (1/1 replicas created)

Age  From Message

deployment-controller Scaled up replica set redis-master-f46ff57fd to 1
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A Not secure
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Events:

Type Reason Age Message

Normal _Scheduled 5m9s
Warning Unhealthy 69s (x3 over 75s) kubelet
Normal Killing  69s kubelet
Normal  Pulled 39s (x2 over 5mss) kubelet
Normal ~Created  39s (x2 over 5mgs) kubelet
Normal  Started 39s (x2 over 5m8s) kubelet

Successfully assigned default/server2-6c9f779df7-k7gm7 to aks-agentpool-39838025-vmss@00000

Container image “nginx
Created container nginx-2
Started container nginx-2

already present on machine
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user@Azure:~/Hands-0On-Kubernetes-on-Azure/Chaptered$ kubectl rollout history deployment frontend
deployment.apps/frontend

REVISION CHANGE-CAUSE

3 <none>

a <none>
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Home > aks-agentpool-39838025-vmss

[ ¢ ] aks-agentpool-39838025-vmss | Instances

Virtual machine scale set E

[p Search (Ctrl+/) l « [> Start Q‘ Restart D Stop RN Reimage ]E] Delete T Upgrade

R Overview I/O Search virtual machine instances

=] Activity log Name Computer name Status
aks-agentpool-3983... aks-agentpool-3983... Stopped (deallocated)

A2 Access control (IAM) ks-agentpool ks-agentpool O Stopped (deall 4

® Tags [ aks-agentpool-3983... ~aks-agentpool-3983.. @ Running

2 Diagnose and solve problems « |

Settings

B3 |nstances °
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapter12$ kubectl get mysqlfirewallrule -w

NAME PROVISIONED  MESSAGE

allow-all-mysql

allow-all-mysql

allow-all-mysql

allow-all-mysql mysql.FirewallRulesCreateOrUpdateFuture: asynchronous operation has not completed
allow-all-mysql  true successfully provisioned
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user@Azure:~/Hands-0On-Kubernetes-on-Azure/Chaptere4$ kubectl get replicaset

NAME DESIRED CURRENT READY  AGE
frontend-666b4455f5 3 3 3 14m
frontend-74f5779d98 (] (] (] 1em
redis-master-f46ff57fd i, 1 1 14m
redis-replica-5bc7bcc9c4 2 2! 2 14m
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapter15$ az ad sp create-for-rbac --name "cicd-pipeline" \
> --sdk-auth --role contributor

Changing "cicd-pipeline" to a valid URI of "http://cicd-pipeline”, which is the required format used for
service principal names

Creating 'contributor' role assignment under scope '/subscriptions/ede7ale5-4121-427f-876e-e1l00eba989a0’
Retrying role assignment creation: 1/36

The output includes credentials that you must protect. Be sure that you do not include these credentials

in your code or check the credentials into your source control. For more information, see https://aka.m
s/azadsp-cli

{

"clientId": "a66da355-58a2-410d-af4c-f9cfedq4f7348",

"clientSecret": "NtMhngeY4Iw-TrSDk~NLv-P-pdsMdn_IYf",

"subscriptionId": “"ede7ale5-4121-427f-876e-e10@eba989a0",

"tenantId": "1cf4b872-ae04-44c8-8318-2ba43e95f591",
"activeDirectoryEndpointUrl": "https://login.microsoftonline.com",
"resourceManagerEndpointurl™: "https://management.azure.com/",
"activeDirectoryGraphResourceId": "https://graph.windows.net/",
"sqlManagementEndpointUrl”: "https://management.core.windows.net:8443/",
"galleryEndpointUrl™: "https://gallery.azure.com/",
"managementEndpointurl”: "https://management.core.windows.net/"
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user@Azure:~/Hands-0On-Kubernetes-on-Azure/Chapter1e$ kubectl get secrets

NAME TYPE DATA  AGE
default-token-xphvc kubernetes.io/service-account-token 3 7h19m
myapi-url-token Opaque 2 14am

apiurltoken-yaml Opaque 2 9s
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Microsoft Azure

B2 Microsoft

tim@handsonaksbookoutlook913.onmicrosoft.com

Update your password

You need to update your password because this is
the first time you are signing in, or because your
password has expired.
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chaptere3$ kubectl get all

NAME READY  STATUS RESTARTS  AGE
pod/redis-master-766c5cf5c8-pw7qg 1/1 Running @ 32m
pod/redis-replica-57c8c66cc4-42hnk  1/1 Running @ 2m12s
pod/redis-replica-57c8c66cc4-dfvbv  1/1 Running @ 2m12s

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE
service/kubernetes ClusterIP 10.0.0.1 <none> 443/TCP 43h
service/redis-master ClusterIP 10.0.106.207 <none> 6379/TCP 21m
NAME READY  UP-TO-DATE AVAILABLE AGE
deployment.apps/redis-master 1/1 1 1 32m
deployment.apps/redis-replica 2/2 2 2 2m12s

NAME DESIRED CURRENT READY  AGE
replicaset.apps/redis-master-766c5cf5c8 1 1 1 32m

replicaset.apps/redis-replica-57c8c66ccd 2 2 2 2m12s





OEBPS/image/B17338_11_15.jpg
Home » Private DNS zones »

(o) 56504559-4820-4b97-8410-c344083ec736.privatelink.westus2.azmk8s.io = x

Private DNS zone

[0 search (Ctrl+))

l<<

© Overview

@ Activity log

fa Access control (IAM)
' Tags

£ Diagnose and solve problems
Settings

€2 Virtual network links

n Properties

E‘( Locks

Monitoring

KB Alerts

M Metrics

Automation

i%a Tasks (preview)

+ Recordset —> Move v ‘El Delete zone O Refresh

A Essentials JSON View
Resource group (change)
mc_rg-handsonaks_handsonaks_westus2

Subscription (change)
Azure subscription 1

Subscription ID
ede7ale5-4121-427f-876e-e100ebad89a0

Tags (change)
Click here to add tags

You can search for record sets that have been loaded on this page. If you don't see what you're looking for,
you can try scrolling to allow more record sets to load.

l 0 Search record sets

Name Type TTL Value Auto registered

Email: azureprivatedns-host.microsoft.com
Host: azureprivatedns.net
Refresh: 3600
@ SOA 3600 Retry: 300 False o
Expire: 2419200
Minimum TTL: 10
Serial number: 1

handsonaks-rg-handsonaks-... A 300 192.168.0.4 False ses
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Project details

Select a subscription to manage deployed resources and costs. Use resource groups like folders to organize and manage all
your resources.

Subscription * @ l Azure subscription 1 v l
L Resource group * @ l v l
0 Create new
-
Cluster details A resource group is a container that holds related

Kubernetes cluster name * © resources for an Azure solution.

Region* © Name * v
e | rg—handsonaH \/l
Availability zones @ v

LY o |

Kubernetes version * ©
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Alert detalls ~ Take action

~ &

itigate the threat

Review the LoadBalancer service in the alert details. In case the dashboard is exposed to the Internet, delete the
LoadBalancer service immediately and escalate the alert to the information security team.
You have 2 more alerts on the affected resource. View all >>

A~ @ Prevent future attacks

Your top 3 active security recommendations on $% HANDSONAKS:

I High Y= Running containers as root user should be avoided
I High Y= Container images should be deployed from trusted registries only
I High Y= Overriding or disabling of containers AppArmor profile should be restricted

Solving security recommendations can prevent future attacks by reducing attack surface.

View all 20 recommendations >>
A [&} Trigger automated response

Trigger Logic App as an automated response to this security alert. You can get suggested responses in the ASC Community GitHub Repo.
A & Suppress similar alerts

You can suppress similar alerts by creating suppression rule with pre-defined conditions.

Create Suppression Rule
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O vmss

x

Services

‘ Virtual machine scale sets

E Virtual machines

Resources

‘ aks-agentpool-39838025-vmss

Virtual machine scale set

Marketplace ee all

a Azure Monitor for VMs
a Qualys VM Solution (Preview)
[a] Rapid7 VM Scan Engine

a AcquiaDrupal-MSSQL on Win2012-AutoUpdate+Antivirus

Documentation See all

Azure virtual machine scale sets overview - Azure Virtual ...
Virtual Machine Scale Sets documentation - Azure Virtual ...
Quickstart - Create a virtual machine scale set in the ...

Learn about virtual machine scale set templates - Azure ...

Resource Groups

No results were found.
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Every 2.0s: kubectl get nodes cc-9c4498d9-69cbc6fb69-n2kdc: Sun Feb 7 00:08:17 2021

Unable to connect to the server: dial tcp 20.59.49.243:443: i/o timeout
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapterll$ kubectl get pods -o wide

NAME READY STATUS RESTARTS AGE IpP NODE

web-server-a 1/1 Running @ EEL aks-nodepooll-36910094-vmss000000
web-server-b  1/1 Running @ 39m 10.240.0.42  aks-nodepooll-36910094-vimss@00001
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chaptered$ kubectl get pods -w

NAME READY STATUS RESTARTS AGE
frontend-766d4f77cb-r4m7k 1/1 Running @ 5m40s
redis-master-f46ff57fd-wmsn5 1/1 Running @ Sm4ls
redis-replica-5bc7bcc9c4-n9gjt  1/1 Running @ 5m40s
redis-replica-5bc7bcc9c4-w2ld4 1/1 Running @ 5m40s
frontend-766d4f77cb-kvd24 o/1 Pending @ s
frontend-766d4f77cb-kvd24 e/1 Pending @ s
frontend-766d4f77cb-25bjj e/1 Pending @ os
frontend-766d4f77cb-z855p e/1 Pending @ os
frontend-766d4f77cb-z855p e/1 Pending @ os
frontend-766d4f77cb-25bjj e/1 Pending @ os
frontend-766d4f77cb-z855p e/1 ContainerCreating @
frontend-766d4f77cb-kvd24 o/1 ContainerCreating @
frontend-766d4f77cb-25bjj e/1 ContainerCreating @
frontend-766d4f77cb-z855p 1/1 Running (]
frontend-766d4f77cb-25bjj 1/1 Running (]
frontend-766d4f77cb-kvd24 1/1 Running 2]

s
s
0s
1s
1s
2s
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tim@Azure:~$ kubectl get pods -n no-access

NAME READY STATUS
azure-vote-back-6bbcb89698-tjpv7 1/4. Running
azure-vote-front-64b6£d89d6—vm9c8 1/2 Running
tim@Azure:~$ kubectl get pods -n delete-access

NAME READY STATUS
azure-vote-back-6bbcb89698-qgrbl4 1/1 Running

azure-vote-front-64b6£d89d6-wkp9l 1AL Running

RESTARTS
0
0

RESTARTS
0
0

AGE
27m
27m

AGE
27m
27m
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapter12$ kubectl rollout status \

> -n cert-manager deploy cert-manager-webhook

Waiting for deployment “cert-manager-webhook" rollout to finish: @ of 1 updated replicas are available...
deployment “cert-manager-webhook" successfully rolled out
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chaptere4$ echo "OHpveVdWUmRUWA==" | base64 -d
8zoyWVRdTXUser@Azure:~/Hands-0On-Kubernetes-on-Azure/Chaptere4$ echo “"NTg4TUIrVUk2dA==" | base64 -d

588MBkUI6tuser@Azure:~/Hands-0On-Kubernetes-on-Azure/Chaptered$
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Requesting a Cloud Shell.Succeeded.
Connecting terminal...

Welcome to Azure Cloud Shell

Type “"az" to use Azure CLI
Type "help" to learn about Cloud Shell

user@Azure:~$ I
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azureuser@vm-handsonaks: ~/Hands-on-Kubernetes-on-Azure/Chapter11$ curl 10.240.0.35
<html ng-app="redis">
<head>
<title>Guestbook</title>
<link rel="stylesheet" href="//netdna.bootstrapcdn.com/bootstrap/3.1.1/css/bootstrap.min.css">
<script src="https://ajax.googleapis.com/ajax/1libs/angularjs/1.2.12/angular.min.js"></script>
<script src="controllers.js"></script>
<script src="https://cdnjs.cloudflare.com/ajax/libs/angular-ui-bootstrap/@.13.0/ui-bootstrap-tpls.js"></script>
</head>
<body ng-controller="RedisCtrl">
<div style="width: 50%; margin-left: 2epx">
<h2>Guestbook</h2>
<form>
<fieldset>
<input ng-model="msg" placeholder="Messages" class="form-control" type="text" name="input"><br>
<button type="button" class="btn btn-primary" ng-click="controller.onRedis()">Submit</button>
</fieldset>
</form>
<div>
<div ng-repeat="msg in messages track by $index">
{{msg}}
</div>
</div>
</div>
</body>
</html>
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user@Azure:~/Hands-0On-Kubernetes-on-Azure/Chapteres$ kubectl describe pv pvc-848e@fc5-ed4b-4765-aa0d-5441014d6997

Name: pvc-848e0@fc5-ed4ab-4765-aa0d-5441014d6997
Labels: failure-domain.beta.kubernetes.io/region=westus2
Annotations: pv.kubernetes.io/bound-by-controller: yes

pv.kubernetes.io/provisioned-by: kubernetes.io/azure-disk
volumehelper.VolumeDynamicallyCreatedByKey: azure-disk-dynamic-provisioner

Finalizers: [kubernetes.io/pv-protection]
StorageClass: default

Status: Bound

|Claim: default/wp-wordpress

Reclaim Policy: Delete

Access Modes: RWO

VolumeMode: Filesystem

Capacity: 10Gi

Node Affinity:
Required Terms:

Term ©: failure-domain.beta.kubernetes.io/region in [westus2]
Message:
Source:
T AzureDisk (an Azure Data Disk mount on the host and bind mount to the pod)
lynamic-pvc-848e0@fc5-ed4b-4765-aa0d-5441014d6997
DiskURI: /subscriptions/ede7ale5-4121-427f-876e-e100eba989a0/resourceGroups/mc_rg-handsonaks_handsonaks_
westus2/providers/Microsoft.Compute/disks/kubernetes-dynamic-pvc-848e0fc5-ed4b-4765-aaed-5441014d6997
Kind: Managed
FSType:
CachingMode: ReadOnly
ReadOnly: false

Events: <none>
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user@zure:~/Hands-0On-Kubernetes-on-Azure/Chaptere3$ kubectl get all

NAME READY STATUS RESTARTS AGE
pod/handsonakswp-mariadb-@ 1/1 Running @ 20em
pod/handsonakswp-wordpress-856d56c5b5-fwdjz  1/1 Running @ 2em

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S)
service/handsonakswp-mariadb ClusterIP 10.0.105.160  <none> 3306/TCP
service/handsonakswp-wordpress LoadBalancer 10.0.255.15 20.69.187.228 80:30104/TCP,443:32279/TCP
service/kubernetes ClusterIP 10.0.0.1 <none> 443/TCP
NAME READY UP-TO-DATE AVAILABLE AGE
deployment.apps/handsonakswp-wordpress  1/1 1 1 2em

NAME DESIRED CURRENT READY  AGE
replicaset.apps/handsonakswp-wordpress-856d56c5b5 1 1 1 2em
NAME READY  AGE

statefulset.apps/handsonakswp-mariadb  1/1 20em

AGE
20em
20em
44h
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chapter10$ kubectl describe pod secret-using-env | grep 'Container ID'
Container ID: docker: //46cfcfd9eb87ec286df21d67abda20c9c77072f07a3ababec743199114ab69aa
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O Refresh % View All Clusters LT—\ Recommended alerts (Preview) l - View Workbooks

vl l ? Help

\/l l Q Feedback v

Time range = Last hour *y Add Filter
C P C )

What'snew  Cluster  Reports (Preview) ~ Nodes  Controllers ~ Containers  Deployments (Preview)

[ Search by name.. ] Metric: [ CPU Usage (millcores) v | Min | Avg | 50th | 90th | 5th | Max |

2 items

NAME STATUS  95T.. 'y 95TH CONTAINE... UPTIME CONTROLLER TREND 95TH % (1 BAR = 5M)
4 B aks-agentpool-.. @Ok 9% 181mc 11 2hours -
Other Processes - 0% 45mc - . .
4 [l tnnelfront.. @O0k 5% Rmc 1 2hours  tunnelfront-...
W twrnel.. @0k 5% Qme 1 2hours  tunnelfront-...
4 [l omsagent-. @0k 3% 8mc 1 2hours  omsagent
W omsag.. @0k 3% 8mc 1 2hours  omsagent
4 [ omsagent-.. @0k 2% 18mec 1 2hours  omsagent-rs...
W omsag.. @0k 2% 18mc 1 2hours  omsagent-rs...
4l ingress-ap.. @Ok 1% 7 mc 1 2hours  ingress-appg...
- ingress... °Ok 1% 7mc 1 2 hours  ingress-app...
4l corednsb.. @Ok 02%  4mc 1 2hours  coredns-b4...
W coredns @0k 02%  4mc 1 2hours  coredns-b4...
4 corednsb.. @Ok 02%  4mc 1 2hours  coredns-b94...

»
! aks-agentpool...
Node

‘ [Z View in analytics

Node Name
aks-agentpool-39838025-vmss000002

Status
Ready

Cluster Name
handsonaks

Kubelet Version
v1.19.6

Kube Proxy Version
v1.19.6

Docker Version
containerd://1.4.3+azure

Operating System
Ubuntu 18.04.5 LTS

Computer Environment

azure
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user@Azure:~/Hands-On-Kubernetes-on-Azure/Chaptere7$ kubectl get pods

NAME READY STATUS RESTARTS AGE
frontend-766d4f77cb-dségb 1/1 Running @ 103s
frontend-766d4f77cb-gvbjj 1/1 Running @ 103s
frontend-766d4f77cb-quw8kv 1/1 Running @ 103s
redis-master-f46ff57fd-qs6gk 1/ Running @ 103s
redis-replica-57c8c66cca-fddvg 1/1 Running @ 103s
redis-replica-57c8c66cc4-mwtp9 1/1 Running @ 103s
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handsonaks@devMachine:~/js-queue$ kubectl get hpa -w

NAME

keda-hpa-js-queue

keda-hpa-js-queue
}keda—hpa—js—queue

REFERENCE

Deployment/js-queue
Deployment/js-queue
Deployment/js-queue

TARGETS
<unknown>/5 (avg)
1/5 (avg)
<unknown>/5 (avg)

MINPODS
1
1
1

MAXPODS
15
15]
5]

REPLICAS
(]
1
(]

AGE
15m
17m
18m





OEBPS/image/B17338_07_45.jpg
Home > Kubernetes services > handsonaks >

Logs = X

DefaultWorkspace-ede7ale5-4121-427f-876e-e100ebad89a0-WUS2

* x | 4+ Feedback  §= Queries Query explorer
New Query 1 = Ty exp!
T e\ :
#® DefaultWorkspace... ~ Select scope (_Time range : Set in query ) Save v @ Copylink v | Newalertrule = Export v
Tables Queries Filter « 1 let startDateTime = datetime('2021-01-27T13:45:00.000Z');

2 let endDateTime = datetime('2021-01-27T19:46:41.679Z"');
3 let podInventory = KubePodInventory | where TimeGenerated >= startDateTime and

O Search ‘ : TimeGenerated < endDateTime | where ContainerID =~
- "c4882d3943eelb68e7453d96eb620bb74a6dcfOb57b026a7544b3ea60577eded” | where ClusterId =~ '/
(7 Filter ) Group by: Solution subscriptions/ede7ale5-4121-427f-876e-e100eba989a0/resourceGroups/rg-handsonaks/providers/
— Microsoft.ContainerService/managedClusters/handsonaks' | distinct ContainerID,
— ContainerName | project-rename Name=ContainerName;
T~ Collapse all 4 let containerInventory = ContainerInventory
5 | where TimeGenerated >= startDateTime and TimeGenerated < endDateTime A
Favorites 6 | where ContainerID A
You can add favorites by clicking on Results  Chart 00 Columns » (® Display time (UTC+00:00) @ Group columns
the % icon —_—
. M
» Containerlnsights Completed @ 00:015 {7 2,259 records ¥
» LogManagement TimeGenerated [UTC] ~ §/  LogEntrySource 5/ LogEntry Y <
» Functions > 1/27/2021, 7:46:41.190 PM stdout 10.244.2.1 - - [27/Jan/2021:19:46:41 +0000] "GET /index.html HTTP/1.1...
> 1/27/2021, 7:46:40.237 PM stdout 10.244.2.1 - - [27/Jan/2021:19:46:40 +0000] "GET /healthy.html HTTP/...
> 1/27/2021, 7:46:38.190 PM stdout 10.244.2.1 - - [27/Jan/2021:19:46:38 +0000] "GET /index.html HTTP/1....

> 1/27/2021, 7:46:37.237 PM stdout 10.244.2.1 - - [27/Jan/2021:19:46:37 +0000] "GET /healthy.html HTTP/...





OEBPS/image/B17338_05_14.jpg
Type Reason Age From Message

Warning FailedScheduling 4m48s default-scheduler ©/2 nodes are available: 1 Insufficient cpu, 1 node(s) had taint
{node.kubernetes.io/unreachable: }, that the pod didn't tolerate.
Warning FailedScheduling 4m48s default-scheduler /2 nodes are available: 1 Insufficient cpu, 1 node(s) had taint
{node.kubernetes.io/unreachable: }, that the pod didn't tolerate.

Normal  Scheduled 2m20s default-scheduler Successfully assigned default/redis-replica-786bd64556-7k7cn to
aks-agentpool-39838025-vmss000002

Normal  Pulled 2m20s kubelet Container image “gcr.io/google_samples/gb-redis-follower:vl" aln
eady present on machine

Normal Created 2m19s kubelet Created container replica

Normal Started 2m19s kubelet Started container replica





OEBPS/image/B17338_08_10.jpg
Home > Default Directory >

& Groups | All groups
Dt Dirctory - Arue et Diectery
«
B igrows
B Deleted grougs
K. Dagnose and solve proiems

settings

@ Generat

+ HNewgroup L Download groups.

5 sarch grovps

u . ‘handson aks admins





OEBPS/image/B17338_13_18.jpg
Home » Security Center » Recommendations >
Container with privilege escalation should be avoided - X
@ Exempt (® Deny (@ View policy definition

Severity Freshness interval

I Medium 30 Min

A Description
Containers shouldn't run with privilege escalation to root in your Kubernetes cluster.

The AllowPrivilegeEscalation attribute controls whether a process can gain more privileges than its parent process.

A Remediation steps
Manual remediation:
1. From the Unhealthy resources tab, select the cluster. Security Center lists the pods running containers with privilege escalation to
root in your Kubernetes cluster.
2. For these pods, set the AllowPrivilegeEscalation flag to ‘false’ on the security context of the container's spec.

3. After making your changes, redeploy the pod with the updated spec.

A Affected resources

Unhealthy resources (0) Healthy resources (1) Not applicable resources (0)

l O Search managed clusters

Name 1y Subscription

- '{{" handsonaks Azure subscription 1

T
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