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Preface

The Internet has experienced explosive growth. Along with the widespread deploy-
ment of new emerging services, billions of computers and devices are connected
to the Internet and are accessible worldwide. At the same time, the growing size
and complexity of computer software leave thousands of software vulnerabilities ex-
posed for malicious exploitations. Millions of attacks and billions of dollars of loss
are reported every year as the result of cyber crimes. In this context, cyber intrusions
are becoming an increasingly global and urgent problem. As a countermeasure, In-
trusion Detection Systems (IDSs) are designed to identify intrusions by comparing
observable behavior against suspicious patterns, and notify administrators by raising
intrusion alarms. An IDS can be broadly defined as software or a device capable of
monitoring network or computer activities and raising alerts when suspicious activ-
ities are observed. Examples of IDS can be antivirus software, network-based IDS
(e.g., Snort, Bro), host-based IDS (e.g., OSSEC, Tripwire), honeynets, and firewalls.

Traditional IDSs work in isolation and can be easily compromised by threats
that are new or unknown to their providers. An Intrusion Detection Network (IDN)
is an overlay network composed of a number of IDSs. It intends to overcome the
weakness of isolated IDSs by allowing them to share their intrusion information
and detection knowledge with others, this way improving the overall accuracy of
intrusion assessment. However, building an effective IDN is a challenging task. For
example, adversaries may compromise some IDSs in the network and then leverage
the compromised nodes to send false information, spam, or even attack other nodes
in the network, which can compromise the efficiency of the IDN. It is, therefore,
important for an IDN to detect and isolate malicious insiders. Another challenge is
how to make efficient intrusion detection assessment based on the collective infor-
mation and knowledge from other IDSs. Appropriate selection of collaborators and
incentive-compatible resource management in support of IDS interaction with other
peers are also key challenges in IDN design.

This book presents the IDN concept and discusses IDN design with an emphasis
on the following questions: Why build intrusion detection networks; what are the
problems underlying the design of intrusion detection networks; and what are the
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solutions to those problems? We present an overview of existing IDN designs and
elaborate on the underlying challenges, including privacy, malicious insiders, scala-
bility, free-riders, collaboration incentives, and intrusion detection efficiency.

Privacy is important because IDN users may be discouraged to participate in
IDNss if there is potential information breaching during collaboration. We categorize
existing IDNs into information based, consultation based, and knowledge based. We
then analyze the privacy concerns in each of them.

In an IDN, participating IDSs can be malicious. A trust management framework
is required to identify dishonest or malicious insiders. In Chapter 4 we discuss the
Bayesian learning based trust management model where each participant IDS eval-
uates the trustworthiness of its collaborators through past experiences with them. A
Dirichlet model is presented as a means to integrate past experiences and calculate
trust values as well as the confidence levels in the trust estimation.

While IDSs provide intrusion detection opinions of their own, how IDSs use the
collective opinions to make a decision whether an intrusion is detected or not is an-
other challenge. Chapter 5 first discusses how Bayesian decision models can be used
to make optimal intrusion decisions that have minimal false decision cost, and how
sequential hypothesis models can be used to decide the minimum list of collabora-
tors to consult in order to achieve a decision satisfying a given confidence level. The
optimal decision model is used to compare the expected cost of whether or not to
raise an intrusion alarm, and choose the decision which bears the lowest cost. The
sequential hypothesis model is used to find the minimal number of collaborators to
consult before a confident decision is made, which can effectively reduce the amount
of communication overhead between IDSs.

Once collaboration connections are established, how much resource to allocate
for each collaborator in order to maintain a fair, incentive-compatible, and with no-
free-rider collaboration environment is the main topic discussed in Chapter 6. The
nodes in the IDN are modeled as a set of uncooperative game players and all the
nodes follow a predefined strategy to play the game. The game strategy is for each
node to decide how to allocate resources to their neighbors fairly. It is proved that the
game has a Nash Equilibrium (NE), and under the NE the amount of help received
by each node is proportional to the amount of its contribution to others. Free-riding is
thus not practical under this resource allocation design. In Chapter 7, a collaborator
management model is discussed to allow each IDS to select a best combination of
collaborators that minimizes cost. Because the optimal selection of collaborators is
an NP hard problem, heuristic approaches are sought to find near-optimal solutions.

As discussed above, this book not only discusses efficient IDN design, but also
provides a collection of problem solutions to key IDN design challenges and shows
how various theoretical tools can be used in this context. Another highlight of this
book is the evaluation of IDN designs, including comprehensive validation method-
ologies and evaluation metrics (e.g., efficiency of intrusion detection, robustness
against malicious insiders, fairness and incentive compatibility for all participants,
and scalability in network size).

Carol Fung and Raouf Boutaba
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In November 2008, a new type of computer worm started to spread quickly. It
used three different types of attack on Windows® hosts: exploiting vulnerabilities,
guessing passwords, and infecting removable devices [20]. In three months it took
over about 9 million Microsoft® Windows systems around the world and formed a
massive botnet [5]. The estimated economic loss brought by this worm was USD 9.1
billion [33]. The worm was named “Conficker,” and it was only one of the thousands
of worms that appear every year.

Nowadays the vast majority of computers are connected to the Internet. A number
of applications used by billions of users on a day-to-day basis including email, Web
browsing, video/audio streaming, social networking, online gaming, e-commerce,
and online chatting rely on the Internet. At the same time, network intrusions have
become a severe threat to the privacy and safety of computer users. Each year, mil-
lions of malicious cyber attacks are reported [64, 145]. Attacks are becoming more
sophisticated and stealthy, driven by an “underground economy” [65]. By defini-
tion, network intrusions are unwanted traffic or computer activities that may be mali-
cious or destructive, including viruses, worms, trojan horses, port scanning, password
guessing, code injection, and session hijacking. The consequences of a network in-
trusion can be user identity theft (ID theft), unwanted advertisement and commercial
emails (spam), the degradation or termination of the host service (denial of service),
or using fraudulent sources to obtain sensitive information from users (phishing).
Network intrusions are usually accomplished with the assistance of malicious code
(a.k.a. malware). In recent years, network intrusions have become more sophisticated
and organized. Attackers can control a large number of compromised hosts/devices
to form botnets [5], and then launch organized attacks, such as distributed denial of
service.

As a countermeasure, intrusion detection systems (IDSs) are used to identify in-
trusions by comparing observable behavior against suspicious patterns. Based on
the technology used for detection, IDSs can be categorized as signature-based or
anomaly-based. Based on the targets they are monitoring, they can be host-based
or network-based. Examples of IDSs include antivirus software [26, 4], Snort [24],
Bro [7], Tripwire [29], OSSEC [19], and HoneyNets [27]. Traditional IDSs moni-
tor computer activities on a single host, or monitor network traffic in a sub-network.
They do not have a global (i.e., Internet-wide) view of intrusions and are not effec-
tive in detecting fast-spreading attacks. In addition, traditional IDSs acquire detection
rules only from their corresponding vendors. Various security vendors usually em-
ploy distinct intrusion detection technologies and knowledge. In practice, not a single
security vendor has the entire knowledge to detect all types of intrusions. Therefore,
traditional IDSs are not effective in detecting unknown or new threats. In turn, they
can achieve better detection accuracy through collaboration. A good example of this
is antivirus software, where it is common knowledge that a malware file that has
not been detected by one antivirus software may be detected by another. However,
if IDSs are allowed to communicate with each other and exchange intrusion infor-
mation, each IDS can benefit from the collective expertise of the others. Therefore,
collaboration between IDSs is envisioned to be a promising approach to improve
intrusion detection.
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Some early works on IDS collaboration include Indra [84] and DOMINO [149],
where IDSs shared information to prevent fast-spreading attacks. However, their col-
laboration was limited to selected nodes that followed predefined communication
protocols such as DOMINO. Later, in 2008, standardized models and communica-
tion protocols provided a method for various IDSs to communicate with each other.
The two important standards are IDMEF (Intrusion Detection Message Exchange
Format) [15] and CIDSS (Common Intrusion Detection Signatures Standard) [9].
IDMEF provides a communication standard enabling different intrusion detection
analyzers from different origins (commercial, open-source, and research systems) to
report to a managing entity for data analysis, aggregation, correlation, etc. It is XML
based and includes two types of messages: heartbeat messages sent periodically to
state that an IDS in the distributed system is still alive, and alert messages sent when
a suspicious event occurs. Those events can be augmented with additional informa-
tion in the form of XML compound classes such as the scanner type, timestamps, and
classifications in the case of an alert, or even self-defined attributes (see Appendix
A). The IDMEF is specified in RFC4765 [22] and implemented by many IDSs such
as Snort and OSSEC. CIDSS defines a common XML-based data format for stor-
ing signatures from different intrusion detection systems and shares the signatures
among them. In this way, it is primarily aimed at IDS administrators to exchange,
evaluate, and criticize signatures. Also, a future scenario is considered in which in-
dependent contributors exist, enabling the provision of signatures independent of a
particular product or software.

The standardization of communication protocols between different IDSs allows
each IDS to obtain intrusion information and detection knowledge from other IDSs
in the network. An intrusion detection network (IDN) is such a collaboration net-
work, allowing IDSs to exchange information with each other and to benefit from
the collective knowledge and experience shared by others. IDNs enhance the overall
accuracy of intrusion assessment as well as the ability to detect new intrusion types.
There are two types of IDNs in the literature: information-based and consultation-
based. In an information-based IDN, nodes share observations and detection knowl-
edge with other nodes in the network, such as knowledge related to new attacks. This
type of IDN is effective in detecting fast-spreading attacks such as worms. However,
it may generate large communication overhead, and all exchanged information may
not be useful to others. In a consultation-based IDN, when an IDS detects suspicious
activities but does not have enough confidence to make a decision, it may send con-
sultation requests to others in the network. Feedback from the collaborators can be
used to make a final decision as to whether or not it is an intrusion. Consultation-
based IDNs have much lower communication overhead, are more effective in terms
of communication efficiency, and are the focus of this book.

Although communication and collaboration among IDSs is feasible, building an
effective IDN is a challenging task. For example, adversaries may compromise some
IDSs in the network and then leverage the compromised nodes to send false informa-
tion and spam, to free-ride, or even to attack other nodes in the network, which can
compromise the efficiency of the IDN. It is therefore important for an IDN to detect
and isolate malicious insiders. Another challenge is how to make efficient intrusion
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detection assessments based on the collective information and knowledge from other
IDSs. Appropriate selection of IDN participants and incentive-compatible resource
management in support of IDS interactions with peers are also key challenges in IDN
design.

This book focuses on the design of IDNs leveraging effective and efficient collab-
oration between participant IDSs. We emphasize “collaboration” from the perspec-
tive of an IDS to provide a systematic approach for determining who to collaborate
with and how to make intrusion detection decisions based on collective knowledge.
The book will answer the following questions: why build intrusion detection net-
works; what are the problems underlying the design of intrusion detection networks;
and what are the solutions to those problems? We overview existing IDN designs and
discuss the underlying challenges, including privacy, malicious insiders, scalability,
free-riders, collaboration incentives, and intrusion detection efficiency.

Privacy is important because IDN users may be discouraged to participate in
IDNSs if there is potential information breaching during collaboration. How to de-
sign communication protocol among IDSs to minimize information breach during
collaboration is also a challenging problem. This is particularly true when some par-
ticipants are malicious. A malicious IDN participant can not only gather information
from other peers and turn it against others, but can also send false information or
spam to other IDSs to compromise the efficiency of the IDN. Therefore, a trust man-
agement framework is required to identify dishonest or malicious insiders. Research
results [69, 72, 74] show that an efficient trust management system can effectively
identify malicious/dishonest or incompetent IDSs in the network, thus improving the
quality of collaboration by eliminating the impact of malicious IDSs. In particular,
we present in Chapter 5 a Bayesian-learning-based trust management model where
each participating IDS evaluates the trustworthiness of its collaborators through past
experiences with them. A Dirichlet model is presented as a means to integrate past
experiences and calculate trust values as well as the confidence levels in the trust
estimation.

Another important problem pertaining to IDS collaboration in an IDN is how
IDSs use other’s opinions to make a decision. The problem for IDSs in the IDN is
to determine whether or not to raise an intrusion alarm, based on the feedback from
collaborators. Two types of false decision cost are considered in the literature [75]:
false positive cost and false negative cost. Bayesian hypothesis modeling can be used
to model the risk cost of decisions and to choose the decision that has the lower
risk cost. An interesting question here is how to determine the minimum amount of
feedback an IDS needs to achieve a low enough cost [159]. Chapter 6 first discusses
how Bayesian decision models can be used to make optimal intrusion decisions that
have minimal false decision cost, and how sequential hypothesis models can be used
to decide the smallest list of collaborators to consult in order to achieve a decision
satisfying a given confidence level. The optimal decision model is used to compare
the expected costs of raising or not raising an intrusion alarm, and then to choose the
decision that bears the lowest cost. .

Once collaboration connections are established, determining how much resources
are required for each collaborator in order to maintain a fair, incentive-compatible,
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and with no-free-rider collaboration environment is another interesting research
question. Game theoretic approaches can be used to model the resource allocation
strategy of IDN participants [162, 163]. Specifically, as shown in Chapter 7, the
nodes in the IDN can be modeled as a set of uncooperative game players, and all
the nodes follow a predefined strategy to play the game. The game strategy is for
each node to decide how to allocate resources to their neighbors fairly. It is proved
that the game has a Nash Equilibrium (NE), and under the NE the amount of help
received by each node is proportional to the amount of its contribution to others.
Free-riding is thus not practical under this resource allocation design.

In a dynamic IDS collaboration environment, participating IDSs may join, leave
the network, or become compromised. How to select and maintain collaborators ef-
fectively is of paramount importance. This is referred to, in this book, as the ac-
quaintance selection problem, which can be formulated as an optimization prob-
lem [70, 71] where an optimal collaborator set should lead to minimal false decision
and maintenance costs. In Chapter 8 we describe a collaborator management model
that allows each IDS to select the best combination of collaborators to minimize its
cost. Because the optimal selection of collaborators is an NP-hard problem, heuristic
approaches are sought to find near-optimal solutions.

In addition to the design of a consultation-based IDN, we also discuss the design
of a knowledge-based IDN. Knowledge sharing and propagation is an important fea-
ture for knowledge-based IDNs because IDSs can effectively exchange intrusion de-
tection information such as new intrusion alerts, black lists, emerging intrusion detec-
tion rules or malware signatures, etc., in a collaborative environment. Chapter 9 dis-
cusses effective information propagation mechanisms for IDSs in knowledge-based
IDNss to select appropriate peers to propagate their knowledge to. For instance, a two-
level game-theoretic formulation for the knowledge propagation control is employed,
leading to a prime Nash equilibrium solution that provides a scalable, incentive- com-
patible, fair, efficient, and robust outcome. The chapter also presents an analysis, at
equilibrium, of the macroscopic knowledge propagation properties on a large collab-
orative network.

To demonstrate the applicability of collaborative intrusion detection to real-world
scenarios, we also use a study case to show the effectiveness of collaboration in mal-
ware detection, which is described in Chapter 10. In the collaborative malware de-
tection network (CMDN), participants send suspicious files or their digests to their
acquaintances for consultation. We especially focus on the decision algorithm design
where possibly correlated feedbacks are aggregated to make a final decision. We
show that the decision algorithm is efficient and robust to malicious insiders com-
pared to many other existing collaborative decison methods in the literature. We use
real malware and goodware data to evaluate the efficiency, scalability, flexibility, and
robustness of the collaborative malware detection network.

As discussed above, this book does not only discuss efficient IDN design, but also
provides a collection of powerful solutions to key IDN design challenges and shows
how various theoretical tools can be used in this context. Another highlight of this
book is the comprehensive evaluation of IDN designs, including various evaluation
metrics (e.g., efficiency of intrusion detection, robustness against malicious insiders,
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fairness and incentive-compatibility for all participants, and scalability in network
size).

This book is organized as follows. Chapter 2 presents an overview of network
intrusions, their potential damage, and corresponding detection methods. We then
have a survey of existing intrusion detection systems and intrusion detection net-
works in Chapter 3. Chapter 4 discusses our decentralized IDN topology design and
architecture design. Chapter 5 and Chapter 6 are, respectively, dedicated to trust man-
agement and intrusion detection decision making. Resource management and collab-
orator management are discussed in Chapter 7 and Chapter 8, respectively. We also
discuss knowledge propagation mechanism design in Chapter 9 and then we have
a IDN study case in Chapter 10. Finally, we summarize and conclude this book in
Section V.
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2.1 Introduction

Since the first computer virus Creeper appeared in 1971, cyber attacks have been
growing explosively and became a serious problem these days. Throughout the
1990s, the rise of commercial interest on the Internet has propelled information in-
frastructure as the core component of a global economy. Government agencies and
businesses have become increasingly dependent on information technology for daily
operations to increase their productivity. However, the increasing number of cyber
threats and attacks has become a serious issue for the entire economy and government
systems. Millions of attacks have been reported and hundreds of millions of nodes are

o
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compromised every year [32]. Sophisticated cyber attackers not only compromise the
connected Internet computers for identity theft and information harvesting, but also
use the compromised computers for criminal purposes, such as launching distributed
denial-of-service (DDoS) attacks on some businesses or agencies. Cyber wars, as de-
fined by Richard A. Clarke “...actions by a nation-state to penetrate another nation’s
computers or networks for the purposes of causing damage or disruption” [47], have
become frequent and caused significant damage in recent years.

“America must . . . face the rapidly growing threat from cyber-
attacks..”

—U.S. President Barack Obama
February 2013

Cyber attacks, by definition, are computer activities generally seen as targeting
vulnerable computers and making them malfunction or resulting in disrupted flows
of data that disable businesses, financial institutions, medical institutions, and gov-
ernment agencies. For example, cyber attacks can alter credit card transaction data
at e-commerce websites and can cause the altered information to spread into bank-
ing systems. They can also disrupt the normal operation of information systems and
bring down critical infrastructures. Cyber attacks can cause tremendous economic
damage at a relatively low cost of initiating the attacks.

There are many different ways to launch cyber attacks, including malware infec-
tion, software/service vulnerability exploitation, denial of service, and phishing. In
this chapter we discuss different cyber attacks based on their propagation properties,
types of crime, and magnitude.

2.2 Overview of Cyber Intrusions
2.2.1 Malware

A network intrusion accomplishes its goal by executing malicious software/code on
the victim machine. Malware is a term for all software or code designed to cause
damage to a device or a network. There are many different types of malware, such as
computer viruses, worms, trojans, and spyware.

A computer virus is a computer program that can insert/copy itself into one or
more files without the permission or knowledge of the user, and then perform some
(possibly null) operations [41]. Malicious viruses may cause a program to run in-
correctly or corrupt a computer’s memory, while nonmalicious viruses may do no
harm. A computer can be infected with a virus when copying data from other com-
puters or when using an infected external drive such as a flash memory or removable
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disk. As their name suggests, viruses can replicate themselves to infect other hosts,
but typically do so after user interaction. For instance, a virus received as an email
attachment infects the user host when opened by the user and eventually spreads to
other hosts by sending the same email to contacts in the user’s address book.

In general, most computer viruses do not actively search for victims through
a network. Malware that actively searches for victims is known as worm. A com-
puter worm is a program that propagates itself through the network automatically
by exploiting security flaws in widely used services [143]. Worms can cause the
most extensive and widespread damage of all types of computer attacks because of
their automatic spreading capability. A large number of different worms have been
documented over the years. Some of the most famous ones include Morris (1988),
CodeRed (2001), SQL Slammer (2003), the Witty worm (2004), the Conficker worm
(2009), and Stuxnet (2010).

A distinguishing characteristic of computer viruses and worms is their ability to
self-replicate and spread within networks. There are some other types of harmful
software/code which do not self-replicate, such as trojan horses (trojans). A trojan
(also called a backdoor) is a program with an overt (documented or known) effect
and a covert (undocumented or unexpected) effect [41]. For many years, trojans have
been the most widely used source of malware by hackers [115]. Trojans appear to
perform desirable functions, but in fact facilitate unauthorized access to users’ com-
puters. A typical trojan requires interactions with a hacker. Hackers can access the
infected hosts and manipulate them using commands.

The most difficult to detect type of malware is Rootkit, which is designed to hide
the existence of certain processes or programs from normal methods of detection
and enables continued privileged access to a computer. Once a Rootkit is installed, it
becomes possible to hide the intrusion as well as to maintain privileged access. The
key is the root/administrator access. Full control over a system means that existing
software can be modified, including software that might otherwise be used to detect
or circumvent it. Rootkits are usually malicious and allow attackers to access and
control the compromised system.

Finally, spyware is a type of malware that is installed surreptitiously on a personal
computer to collect information about the user without their informed consent, such
as their browsing habits. Spyware can report user information to the attacker, such
as email addresses, credit card information, bank account information, passwords,
and other sensitive information. The difference between spyware and trojans is that
spyware aims at collecting information from users and a trojan allows hackers to
access the infected host.

2.2.2 Vulnerabilities Exploitation

In the past few years, a plethora of services and applications has become available
online and accessible by users worldwide. However, due to the increasing size and
complexity of these services and applications, design and implementation flaws are
commonplace, making them vulnerable to attackers. A software vulnerability is a
weakness in a computer program that can be exploited by an attacker and used to gain
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unauthorized access or to degrade service performance. There are thousands of soft-
ware vulnerabilities discovered and documented each year in vulnerability databases
such as the National Vulnerability Database [18] and US-CERT [30]. An exploitable
vulnerability is the combination of three elements: a system flaw, attackers’ access
to the flaw, and attackers’ capability to exploit the flaw. To exploit a vulnerability,
an attacker must have at least one applicable tool or technique that allows him to
connect to a system weakness.

A vulnerability that is unknown or freshly discovered and not yet patched by
system developers is called a zero-day vulnerability. Attacks that are targeted at a
zero-day vulnerability are called zero-day attacks. Zero-day attacks occur during the
vulnerable time window that exists between the time the vulnerability is known to
attackers and when software developers start to patch and publish a countermeasure.

A typical example of a vulnerability is the buffer overflow, where attackers can
manipulate an already-running program to overrun the buffer’s boundary and over-
write its adjacent memory, and eventually cause the program to execute the attacker’s
code. A buffer overflow can be triggered by injecting malicious code through inputs
when running the program. Attackers can take advantage of the buffer overflow vul-
nerability of a service to crash the service or run malware.

2.2.3 Denial-of-Service Attack

A denial-of-Service attack (DoS attack) is a type of cyber attack with the intention to
render a machine or network service unavailable to its intended users. Although there
are various attack techniques, motivations, and targets of a DoS attack, it generally
consists of efforts to interrupt or suspend the services of an Internet host, such as
banking services. A distributed denial-of-service attack (DDoS attack) occurs when
multiple computers launch a DoS attack against a targeted Internet host simulta-
neously, usually under the control of the same attacker. These attacker computers
are usually compromised nodes from a botnet. They flood the victim with intense
traffic or service requests. When a host is overloaded with connections, new con-
nections can no longer be accepted. The damage resulting from a DoS/DDoS attack
is typically measured in time and money loss due to service downtime and loss of
productivity.

There are typically two types of DoS attacks: operating system (OS) attacks and
network attacks. In the former, attackers exploit the OS vulnerabilities and bring
down the service using techniques such as buffer overflow. In the latter, attackers
overwhelm the target host with an excessive number of external communications re-
quests or amount of traffic, so that the victim cannot respond to legitimate requests,
or responds too slowly to be acceptable. Such attacks usually lead to a server or band-
width overload. In general, DoS attacks either force the target to reset, or consume
enough of its resources so that it cannot provide intended service to legitimate users,
or obstruct the communication media between the legitimate users and the victim so
that they can no longer communicate adequately. For example, in a SYN flood attack,
the attacker sends a large number of TCP/SYN packets, often with a forged sender
address. Each packet initiates a connection request, causing the server to open a con-
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nection by sending back a TCP/SYN-ACK packet (Acknowledgment) and wait for a
response from the sender address (response to the ACK Packet). However, because
the sender address is forged, the response never comes. These half-open connections
saturate all the available connections of the server, keeping it from responding to
legitimate requests.

Early occurrences of DoS attacks include the DoS attacks in February 2000,
where the attackers managed to bring down the websites of large companies like
ebay, Yahoo, and Amazon after a series of DoS attacks [10]. A recent well-known
DDoS attack occurred in late 2012, when a series of DoS attacks were launched
against the American financial sector, leading to a cost of $30,000 per minute when
the attacked websites were down [12]. A more recent DDoS attack in March 2013 tar-
geted the largest spam filtering system, Spamhaus, was considered the largest DDoS
attack in history. It generated 300 Gbps of traffic which slowed down the Internet
around the world for about a week [11].

2.2.4 Web-Based Attacks

Although malware is a very popular way to attack computers or devices on the In-
ternet, it usually requires victims to receive and run malicious code [53], which can
be avoided by careful Internet users. Web-based attacks are another type of attack
on Internet users and Web services. Typical examples of Web-based attacks include
SQL-injection and cross-site-scripting.

SQL-injection is a way to exploit a type of vulnerability known as a command in-
Jection vulnerability. Typically, SQL-injection arises when untrusted data is inserted
for malicious purposes into a query or command to a Web service. SQL-injection
attacks can be used to retrieve information from compromised Web services and
thereby cause information breaches. Information such as social security numbers,
dates of birth, and maiden names are collected by hackers as part of identity theft.
Another popular target of this type of attack is unprotected credit card information.
Massive credit card information loss can cause significant damage to an organiza-
tion’s most valued asset, its customers. Solutions to mitigate the impact of SQL-
injection attacks include applying data validation, encrypting sensitive data in the
database, and limiting privileges [53], among others. SQL-injection attacks can be
detected through anomaly detection methods (see Section 3.1) employed by intru-
sion detection systems (IDSs).

Cross-site-scripting (XSS) lies in the category of cross-domain security is-
sues [53]. This type of attack takes advantage of security vulnerabilities found in Web
applications, such as Web browsers. It allows attackers to inject client-side script into
Web pages and retrieve the session data of the user. A cross-site scripting vulnera-
bility may be used by attackers to bypass access controls such as the same origin
security policy. Cross-site scripting carried out on websites accounted for roughly
84% of all security vulnerabilities documented by Symantec, as of 2007 [136]. So-
lutions to prevent XSS attacks include input validation and output sanitization, the
usage of HTTP-only cookies, and binding session cookies to IP addresses [53].
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Figure 2.1: The DNS spoofing attack.

2.2.5 DNS Attack

A DNS attack (or DNS spoofing) is a cyber attack targeting a Domain Name System
(DNS) server’s cache database, causing the name server to return an incorrect IP
address, and thereby diverting traffic to another computer (often the attacker’s).

A domain name system server translates a human-readable domain name (such
as example.com) into a numerical IP address that is used to route communications
between nodes. Normally, if the server does not know a requested translation offhand,
it will ask another server, and the process continues recursively.

As shown in Figure 2.1, to perform a DNS spoofing attack, the attacker exploits
a flaw in the DNS software and fakes the response from a legitimate DNS server
to a DNS cache server. If the DNS cache server does not correctly validate DNS
responses to ensure that they are from an authoritative source (for example, by using
DNSSEC), the server will end up caching the incorrect entry locally and serve them
to other users and lead them to fake websites.

This technique can be used to direct users of a website to another site of the
attacker’s choosing. For example, an attacker spoofs the IP address DNS entries for a
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target website on a given DNS server, replacing them with the IP address of a server
he controls. He then creates files on the server he controls with names matching those
on the target server. These files could contain malicious content, such as a computer
worm or a computer virus. A user whose computer has referenced the poisoned DNS
server would be tricked into accepting content coming from a nonauthentic server
and unknowingly download malicious content.

2.2.6 Organized Attacks and Botnets

Recent network intrusions have evolved to be more sophisticated and organized. At-
tackers are able to control a group of compromised computers/devices to launch dis-
tributed attacks; for example, the DDoS attack. Compromised nodes that are infected
with malware communicate with a master through a command and control (C&C)
server [141] or a peer-to-peer network. A group of compromised nodes and a mas-
ter together form a botnet. The compromised nodes are called “bot nodes,” and the
master is called a “bot master.”

The life cycle of a bot node is shown in Figure 2.2. In the beginning, the victim
machine was infected by malware. At this stage, a bot seed is planted into the victim
machine. In the next step, the infected machine sends a request to a bot code host
server and downloads bot binary and executes it. At this stage, the victim machine
turns into a bot node. The bot node then initiates contact with the bot master and
receives control commands from the bot master. Bot nodes can be used to commit
cyber crimes such as DDoS attacks, spam propagation, ID theft, or phishing.

2.2.7 Spam and Phishing

Spam is the activity of using electronic messaging systems to send unsolicited bulk
messages indiscriminately to users, especially for advertising products or services.
While the most well-known spam is email spam, the term also applies to similar
abuses in other media, such as instant messaging spam, social network spam, and
spam in blogs.

Spam is a widely used method for spreading malware, delivering advertisements,
and posting phishing links. For example, the famous “Love Letter” computer virus
(2000) was spread by sending emails with the subject line “I Love You” and the
attachment “Love-Letter-For-You.txt.vbs”. When the receivers opened the attached
executable file, it then activated the attached script and infected the host machine.
The “Love Letter” worm infected more than 50 million users in 10 days and caused
at least a USD 2 billion loss worldwide [82].

Another usage of spam emails is to post phishing weblinks. Phishing is a crimi-
nal activity consisting of stealing users’ personal identity data and financial account
credentials. Phishing attacks typically use two mechanisms. The first mechanism,
known as social engineering, makes use of spoofed emails appearing to be from
legitimate businesses and agencies in order to lead consumers to counterfeit web-
sites designed to trick recipients into divulging personal data such as usernames and
passwords. The second mechanism, known as technical subterfuge, plants crimeware
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Figure 2.2: The life cycle of a bot node.

onto user computers to steal credentials directly through intelligent keyloggers and/or
by corrupting browser navigation in order to mislead customers to counterfeit web-
sites. Gartner estimated an increase in the cost of identity theft from USD 2 billion
to USD 3.2 billion in 2007 in the United States alone [83].

Like any large-scale online service, large-scale phishing websites rely on online
availability. Phishing sites, however, may be relatively easy to bring down if they
use fixed IP addresses. This is not only specific to phishing sites. In fact, any illegal
online organization that targets victims on a large scale requires high availability for
the continuation of its operation. Recently, Fast-Flux Service Networks [34] have
appeared to fulfill this requirement, ensuring a high availability yet evasiveness of
illegal sites. Fast-Flux Service Network (FFSN) is a term coined by the anti-spam
community to describe a decentralized botnet used to host online criminal activities.
FFSNs employ DNS techniques to establish a proxy network on the compromised
machines. These compromised machines are used to host illegal online services, like
phishing websites, malware delivery sites, etc., with very high availability. An FFSN
generally has hundreds or even thousands of IP addresses assigned to it. These IP
addresses are swapped in and out of flux with extremely high frequency, using a
combination of round-robin IP addresses and a very short Time-To-Live (TTL) for
any given particular DNS Resource Record (RR).

Website hostnames may be mapped to a new set of IP addresses as often as ev-
ery 3 minutes [34]. This makes it extremely hard to take down the actual service
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launcher, as the control node (mothership) is not known. The proxy agents do the
work for the control node, and they also change rapidly. ATLAS is a system from
Arbor Networks that identifies and tracks new Fast-Flux Networks [110]. In an in-
vestigation conducted in 2008, ibank-halifax.com was the largest detected fast flux
domain, with a size of 100,379 hosts and a DNS entry life of 2 months. When an
FFSN is detected, the domain registrars can be contacted to shut down the corre-
sponding domain, hence removing the FFSN. Although this mitigation technique
sounds doable, it is often a tedious and time-consuming task given the fact that not
all registrars respond to abuse complaints [1].

2.2.8 Mobile Device Security

With the rapid advances in the so-called “Internet of Things,” desktop computers are
no longer the dominant form of computing. For example, smartphone usage has been
growing exponentially and is replacing desktop usage to become the next popular
tool for email, news, chatting, and Internet access. Following the growth of smart-
phone use, smartphone exploitation techniques are also growing. A key feature of
modern smartphone platforms is a centralized service for downloading third-party
applications. The convenience to users and developers of such an “app market” has
led to an explosion in the number of apps available. Apple’s App Store served nearly
3 billion application downloads after only 18 months [35]. Many of these applica-
tions combine data from remote cloud services with information from local sources,
such as a GPS receiver, camera, microphone, or accelerometer. Applications often
have legitimate reasons for accessing this privacy-sensitive data, but users may not
be aware of whether or not their data is used properly. Many incidents have occurred
where developers relayed private information back to the cloud [54, 108], and the
privacy risks illustrate the danger [63].

In addition to the risk of downloading malware, mobile phone vulnerabilities are
also targets for exploitation. Hundreds of vulnerabilities were discovered in the years
2009 and 2010. While it may be difficult to exploit many of these vulnerabilities
successfully, there were two vulnerabilities affecting Apple’s iPhone iOS operating
system that allowed users to “jailbreak” their devices. The process of jailbreaking
a device through exploits is to install malicious code, which can gain the user root
privileges through exploiting a vulnerability in the iOS.

2.2.9 Cyber Crime and Cyber Warfare

Computer crime refers to any crime that involves a computer and a network. The
computer may have been used in the commission of a crime, or it may be the tar-
get. Cyber crimes are defined as “Offences that are committed against individuals or
groups of individuals with a criminal motive to intentionally harm the reputation of
the victim or cause physical or mental harm to the victim directly or indirectly, using
modern telecommunication networks such as Internet (Chat rooms, emails, notice
boards and groups) and mobile phones (SMS/MMS)” [80]. Issues surrounding this
type of crime are usually high profile, including cracking, copyright infringement,
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child pornography, and child grooming. They also include problems of privacy inva-
sion when confidential information is lost or intercepted, lawfully or otherwise.

Some cyber crimes may threaten a nation’s security and may be used as attack-
ing tools for military purposes across nations. Cyberwar, also known as “information
warfare,” became known first in 1994 when Winn Schwartau published a book en-
titled Information Warfare [123], when the computer security community was just
starting to wake up to the fact that the critical infrastructure we have built was vul-
nerable to certain attacks that could potentially lead to loss of life or tremendously
expensive damage. Cyber warfare involves the actions by a nation-state or interna-
tional organization to attack and attempt to damage another nation’s computers or
information networks through, for example, malware or denial-of-service attacks.
The objectives of cyber wars are usually political (e.g., to bend the other side to
one’s will) by causing damage. It is not inconceivable that a successful cyberwar can
overthrow the adversary’s government and replace it with a more malleable one. A
few well-known cyber warfare incidents in recent years include the StuxNet (2010),
the Titan Rain (2005), and the Georgian cyber war (2008).

2.3 A Taxonomy of Cyber Intrusions

In this section we summarize the above-mentioned cyber intrusions and provide a
taxonomy based on their malware types, attack targets, and attack methods. The tax-
onomy is shown in Figure 2.3.

2.4 Summary

Cyber intrusion has become an increasingly serious and global problem. This chapter
provided an overview of cyber intrusions and categorized cyber intrusions based on
their propagation properties, types of crime, and magnitude. Many types of cyber
attacks and their corresponding defense techniques are described. We then provided
a taxonomy of cyber intrusions based on the type of used malware, attack target, and
attack method.

To protect computers from cyber attacks, intrusion detection systems (IDSs) are
used to monitor computer/network activities, and detect and terminate cyber attacks.
An intrusion detection network is an overlay that allows IDSs to communicate and
make collaborative intrusion detection. In the next chapter we provide a survey of
intrusion detection systems and intrusion detection networks.
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3.1 Intrusion Detection Systems

Intrusion detection systems (IDSs) are software/hardware systems designed to mon-
itor network traffic or computer activities and emit alerts/alarms to administrators
when suspicious intrusions are detected. IDSs are different from firewalls. A fire-
wall is a device that filters all traffic between a protected or “internal” network and
a less trustworthy or “external” network, while IDSs sniff or monitor network traffic
or computer activities but do not drop or block them. A firewall can be used along
with an IDS to block identified malicious traffic in order to protect internal comput-
ers from being further exploited. Based on the technology used for detection, IDSs
can be divided into signature-based and anomaly-based types. Also, based on data
sources, they can be host-based or network-based.

3.1.1 Signature-Based and Anomaly-Based IDSs

Signature-based IDSs compare data packets with the signatures or attributes of
known intrusions to decide whether or not the observed traffic is malicious. A
signature-based IDS is efficient in detecting known intrusions with monomorphic
signatures. However, it is not efficient in detecting unknown intrusions or intrusions
with polymorphic signatures. Anomaly-based IDSs observe traffic or computer activ-
ities and detect intrusions by identifying activities distinct from a user’s or system’s
normal behavior. Anomaly-based IDSs can detect unknown intrusions or new intru-
sions. However, they usually suffer from a high false positive rate. Most current IDSs
employ both techniques to achieve better detection capability.

3.1.2 Host-Based and Network-Based IDSs

A host-based IDS (HIDS) runs on an individual host or device in the network (Fig-
ure 3.1). It monitors inbound/outbound traffic to/from a computer as well as internal
activities such as system calls. A HIDS views an individual device only, and may
not be aware of the overall network environment. Examples of HIDSs include OS-
SEC [19] and Tripwire [29].
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Figure 3.1: An example of host-based IDS and network-based IDS.

Tripwire is a brand of software used to ensure the integrity of critical system files
and directories by identifying all changes made to them. Tripwire configuration op-
tions include the ability to receive alerts via email if particular files are altered, and
automated integrity checking. Using Tripwire for intrusion detection and damage as-
sessment helps in keeping track of system changes and can speed up the recovery
from a break-in by reducing the number of files that must be restored to repair the
system. Tripwire compares files and directories against a baseline database of file lo-
cations, dates modified, and other data. It generates the baseline by taking a snapshot
of specified files and directories in a known secure state. After creating the base-
line database, Tripwire compares the current system to the baseline and reports any
modifications, additions, or deletions.

Network-based IDSs (NIDS) monitor network traffic to/from the network. A
NIDS contains sensors to sniff packets, and a data analyzer to process and corre-
late data. Alarms are raised whenever suspected intrusions are found. However, a
NIDS does not have knowledge about the internal activities of individual computers.
Examples of NIDSs include Snort [24] and Bro [7].

Snort is a free and open-source NIDS, created in 1998 and developed by Source-
fire. Snort has the ability to perform real-time traffic analysis and packet logging on
IP networks. Snort performs protocol analysis, content searching, and content match-
ing. It relies on a set of predefined policies called “Snort rules” to detect suspicious
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traffic. The rules specify the patterns of potential attacks, including IP addresses, port
numbers, protocols, and pattern strings. Snort rules need to be updated frequently to
keep up with new attacks. Snort can also be used to detect probes or attacks, includ-
ing but not limited to operating system fingerprinting attempts, common gateway
interfaces, buffer overflows, server message block probes, and port scans.

3.1.3 Other Types of IDSs

Early intrusion detection systems, such as [55, 57] and [98], relied on logging the
system activities to spot potential misuses that had occurred. The administrator re-
views the outputs of the IDS to find attacks, remove threats, and patch vulnerabilities
of the system. Modern IDSs analyze network traffic and/or system logs and perform
correlations in real-time before sending alerts/alarms to administrators. Besides the
traditional IDSs we listed in previous sections such as Snort, Bro, and OSSEC, other
applications/devices can be used as intrusion detection systems. In this section we
briefly describe honeypots and antiviruses.

Honeypots are systems set up for the purpose of trapping attackers/hackers and
collecting traces for security analysis. A honeypot generally consists of a computer,
data, or a network site that appears to be part of a network but is actually isolated
and monitored, and which seems to contain information or a resource of value to
attackers. Based on their level of interaction with attackers, honeypots can be di-
vided into low-interaction honeypots and high-interaction honeypots [128]. Low-
interaction honeypots are usually emulated services that are frequently requested by
attackers. They have limited interaction with attackers because they are not real ser-
vices. Most emulated services are only restricted to the first few interactions. Exam-
ples of such honeypots include Honeyd [14], Spector [25], and KFsensor [13]. High-
interaction honeypots imitate real operating systems that host a variety of services
and applications. Therefore, an attacker may be allowed to perform many types of
attacks on this type of honeypot. An example of such a honeypot is Honeynets [27].

Antivirus systems are software systems that monitor, prevent, detect, and remove
malware such as computer worms, viruses, adware, trojan horses, rootkits, and key-
loggers. A variety of strategies are employed by antivirus systems. There is signature-
based detection, which involves searching for known patterns of data within exe-
cutable code, and heuristic-based detection, which can identify new viruses or vari-
ants of existing viruses by looking for known malicious code, or slight variations of
such code, in files. Some antivirus software also uses anomaly detection techniques
to identify malware by running it in a sandbox and analyzing the behavior of a file
under execution in order to detect any malicious actions. Examples of antivirus soft-
ware include Symantec [26], Avira [4], and Avast [3].

3.1.4 Strength and Limitations of IDSs

Intrusion detection systems are constantly evolving. Research on IDSs began in the
1980s, and products appeared in the 1990s. As new vulnerabilities and attack types
become known, IDSs evolve and become more and more sophisticated. Indeed, IDSs



Intrusion Detection W 25

are improving continuously and are able to detect an ever-growing number of attacks
by including more and more attack signatures and attack models. Recall that IDSs
look for known vulnerabilities and weaknesses, either through patterns of known
attacks (signature-based) or models of normal behavior (anomaly-based). Whenever
new attacks are discovered, the corresponding detection rules/signature are created
by the IDS manufacturer and distributed to users’ IDSs. Many commercial IDSs are
quite effective in identifying new attacks.

However, it is difficult for IDSs to detect all potential attacks. Indeed, attackers
only need to evade the IDS once to successfully compromise the system, while IDSs
need to know all possible attacks to guarantee a successful defense. In practice, an
IDS vendor has knowledge about some attacks, but no single one knows all.

Another limitation of IDSs is their sensitivity control. It is typically the case that a
sensitive IDS raises too many intrusion alerts (most of them are false positive alerts),
which makes it difficult for administrators to handle. However, when an IDS is less
sensitive, it may miss critical attacks (false negatives) and hence fail to protect net-
works and hosts. Determining the optimal sensitivity of IDSs is a difficult problem.

3.2 Collaborative Intrusion Detection Networks

A collaborative intrusion detection network (CIDN) is an overlay network that con-
nects IDSs so that they can exchange information, such as intrusion alerts, black-
lists, signatures, suspicious files, and intrusion detection rules. Several IDNs have
been proposed in the past few years. In an IDN, IDSs collect data from distributed
peer IDSs and use it to achieve better intrusion detection. In this section we catego-
rize IDNss using three features, namely cooperation topology, cooperation scope, and
specialization. We also provide a taxonomy of some of the most prominent IDNs.

3.2.1 Motivation for IDS Collaboration

Isolated intrusion detection systems rely strictly on security updates from their re-
spective vendors and are vulnerable to new or unknown attacks. Collaboration be-
tween IDSs allows each IDS to use collective knowledge from other IDSs to achieve
more accurate intrusion detection, which is particularly useful for preventing new at-
tacks. For example, when one IDS detects a new attack, it can alert its collaborators,
which then can block similar attacks when they occur. Through knowledge-sharing,
collaboration between IDSs intuitively benefits each participating IDS and allows the
creation of an IDN with a much stronger intrusion detection capability. Building an
effective collaborative IDN, however, raises a number of challenges, which we will
discuss next.

3.2.2 Challenges of IDS Collaboration

Collaboration among intrusion detection systems has the potential to improve the ef-
fectiveness of intrusion detection, as IDSs leverage the collective intrusion detection
information received from their collaborators. As such, participating IDSs are less
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likely to be compromised by threats unknown to them. However, IDS collaboration
introduces communication overhead in the network. Because collaboration is based
on information exchange, each participant receives help from others in the network
but also has to spend resources (e.g., CPU, memory, network) to help others in return.
Therefore, IDSs with low resource capacity may be constrained in collaboration.

Another challenge for IDNs is that the participant IDSs may become the target
of malicious attacks. For example, adversaries may compromise some IDSs in the
network and then leverage the compromised nodes to send false information or spam,
or even to attack other nodes in the network, which can compromise the efficiency of
the collaboration network. Therefore, it is important for an IDN to detect and isolate
malicious insiders in order to eliminate their negative impact. In addition, how to
make efficient intrusion detection assessments based on the collective information
and knowledge from other peers is another challenge. In the following we discuss
some of the key challenges in IDN design including privacy, malicious insiders, free-
riders, scalability, incentives, and intrusion detection efficiency. Then we overview
some of the most prominent IDN designs in the literature.

Privacy is a primary issue, as IDN users can be discouraged from participating in
the IDN if there is potential information breaching during collaboration. To address
this issue, a trust management model can be used to identify dishonest and malicious
nodes. An effective trust management model should be able to distinguish honest
nodes from dishonest ones, and high-expertise nodes from low-expertise ones. Free-
riding the IDN is another important problem, where selfish nodes (a.k.a., free-riders)
exploit the network seeking knowledge from others but do not contribute themselves.
To handle this problem, an incentive-compatible resource allocation design can re-
ward active participants and discourage free-riders. A scalable IDN can accommo-
date a large number of nodes in the network without overburdening any single node.
A scalable IDN architecture design is necessary for a large-scale collaboration net-
work. Although IDS collaboration can improve overall intrusion detection accuracy,
its efficiency is limited by the quality of the individual intrusion detection systems.
Collaboration cannot detect an intrusion that no single IDS in the network can detect.
Therefore, improving the intrusion detection accuracy of each IDS is still an essential
problem to solve. In our work, we will demonstrate the effectiveness of IDS collabo-
ration and the amount of improvement in terms of detection accuracy over individual
IDS:s.

3.3 Overview of Existing Intrusion Detection Networks

In this section we give a survey of existing intrusion detection networks in the lit-
erature and summarize them based on their topologies, scopes, specializations, and
technologies.

3.3.1 Cooperation Topology

The cooperation topology of an IDN can be centralized or decentralized. In a cen-
tralized system, all the intrusion data from end nodes is forwarded to a central server
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for analyzing and processing. In general, a centralized system (e.g., DShield [137]
and CRIM [49]) has the advantage of having complete data and can potentially make
more accurate detection. However, the disadvantage is that it may cause traffic clog
close to the analyzing center, and the server is a single point of failure. On the other
side, in a decentralized system, intrusion data is sent to different places for processing
and analyzing. A decentralized system can be fully distributed or partially decentral-
ized. In a fully distributed system (e.g., Indra [84], NetShield [44], and HBCIDS
[72]), all nodes in the network play equal roles in cooperation as both data contrib-
utors and analyzers. The failure of a single node will have little impact on the func-
tionality of the cooperation network. However, the lack of full data in each analyzer
may lead to less accurate intrusion detection. In a partially decentralized system,
some nodes may take the responsibility of analyzing data, and therefore have heavier
workloads than peers which only contribute with data. The network structure may be
clustered (e.g., ABDIAS[77]) or hierarchical (e.g., DOMINO[149]). A partially de-
centralized system targets to find a balanced solution between the centralized system
and the fully distributed system.

3.3.2 Cooperation Scope

Another feature that can be used to categorize IDNSs is the cooperation scope. The co-
operation scope of a IDN can be local, global, or hybrid. In a local-scope IDN (e.g.,
Indra[84] and Gossip[52]), peers in the IDN are usually assumed to be fully trusted.
The privacy concern of exchanging packet payload is usually neglected because all
nodes lie in the same administrative boundary. Therefore, data packets can be in full
disclosure and exchanged freely among peers. In a global IDN (e.g., DShield [137]
and NetShield [44]), peers exchange intrusion information with other IDSs outside
administration boundaries. Therefore, only limited information can be shared be-
cause privacy is a concern. In this case, data payload (or IP addresses, etc.) is ei-
ther digested or removed in the exchanged information. In a hybrid system (e.g.,
DOMINO [149] and ABDIAS [77], the network is divided into different trust zones.
Different data privacy policies are applied inside different zones, depending on the
level of trust inside the zone.

3.3.3 Collaboration Type

Divided by collaboration type, existing IDNs can be information-based, knowledge-
based, or consultation-based. In an information-based IDN, IDSs share intrusion
observations with others, such as intrusion alerts, source IPs, ports, suspicious attack
strings, or traffic volume, with other nodes to assist other IDSs in the network for
intrusion detection. Examples of information-based IDNs are DOMINO [149] and
NetShield [44]. Information-based IDNs are particularly effective in detecting epi-
demic worms and attacks, and zero-day attacks. In a consultation-based IDN, suspi-
cious data samples are sent to expert collaborators for diagnosis. Feedback from the
collaborators is then aggregated to help the sender IDS detect intrusions. Examples
of such IDNs include CloudAV [114] and CMDA [122]. Consultation-based IDNs
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are designed for collaboration among different security vendors and are effective in
detecting some intrusion types such as malware and spam. In a knowledge-based
IDN, peers share intrusion detection knowledge such as intrusion detection rules,
malware signatures, firewall rules, and black lists with other peers. Compared to the
other two types of IDNs, knowledge-based IDN has the least privacy concern because
observations are not shared with others.

3.3.4 Specialization

An IDN can be dedicated to a specific intrusion such as worms (e.g., NetShield [44],
Gossip [52] and Worminator [97]), Spam (e.g., ALPACA [154]), Botnet detection
(e.g., FECIDN [155]), malware (e.g., CloudAV [114] and CMDA [122]), or can be
used to detect general intrusions (e.g., Indra [84], CRIM [49], and HBCIDS [72]).

3.3.5 Cooperation Technologies and Algorithms

There are several components essential to IDNs, namely data correlation, trust man-
agement, and load balancing. In this section we briefly describe each component and
give some examples of solutions.

3.3.5.1 Data Correlation

IDSs are known to generate large amounts of alerts with many false positives. In
practice, it is not uncommon to have several thousand alerts per day in a reasonably
sized organization. With the sheer number of alerts to deal with, it becomes hard to
decide in a timely way about which alert to deal with first. Tuning IDSs by individu-
ally tuning their detection thresholds to reduce the overall number of generated alerts
down to human scale is, however, not a solution as it may lead to the non-detection
of some important attacks. Moreover, recent attacks have become more complicated
and make use of a number of phases before carrying out the actual attack. The early
phase of a multi-phase attack may appear to be benign but when correlated with
later-stage alerts, can have a strong input in detecting the actual attack. The need for
alert correlation becomes more apparent in the presence of cooperative attacks as it
helps in linking together different alerts that may be spaced in time and place. Alert
correlation is hence about the combination of fragmented information contained in
the alert sequences and interpreting the whole flow of alerts. It is the process that
analyzes alerts produced by one or more IDSs and provides a more succinct and
high-level view of occurring or attempted intrusions [139]. In doing so, some alerts
may get modified or cleared, and new alerts may be generated and others delayed,
depending on the security policy in use.

Alert correlation techniques can be put into three broad categories. Alert clus-
tering is used to group alerts into clusters (or threads) based on some similarity
measure, such as IP addresses or port numbers [138]. The second category relies
on the pre-specification known attack sequences [56, 109]. The third category uses
logical dependencies between alerts by matching prerequisites (of an attack) with its
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consequences [49, 113]. Attack graphs [126] are used in this regard to simplify the
identification of attack patterns that are made up of multiple individual attacks.

3.3.5.2 Trust Management

Trust management is an important component for intrusion detection cooperation,
especially when the participants cross administration boundaries. Without a trust
model, dishonest nodes may degrade the efficiency of the IDN by providing false
information. A trust management system can help to identify dishonest nodes by
monitoring the past behavior of participating nodes. Some existing IDNs that have
trust management system are simple voting model [77] and simple linear model [72].

3.3.5.3 Load Balancing

When an IDN needs to deal with a large amount of data and over the capacity of a sin-
gle IDS processor, it is necessary to distribute the workload into multiple servers to
speed up the detection. Load-balancing algorithms help to distribute workload evenly
on each IDS processor, and therefore improve the overall efficiency of the system.
Some examples of load-balancing algorithms are signature distributing among col-
laborative IDSs group [96], data flow distributing among an IDS group [92], and data
packets distributing among distributed IDSs [44].

3.3.6 Taxonomy

Based on the features provided above, we categorize a list of selected IDNs using a
taxonomy as in Table 3.1.

3.4 Selected Intrusion Detection Networks

In the previous section we have described several criteria that we use to distinguish
different IDNs and their taxonomy. In this section we select some aforementioned
IDNss in the literature and describe in more detail their designs, purposes, and which
categories they belong to.

3.4.1 Indra

Indra [84] was one of the first to propose a cooperative intrusion detection system.
In the proposed system, host-based IDSs in a local area network take a proactive
approach and send warnings to other trusted nodes about the intruder through a peer-
to-peer network. For example, as shown in Figure 3.2, if an attacker compromises
node B and then launches attacks from B to hosts in the trusted network, then node C
detects the attack from B and multicasts a security warning to its trusted neighbors.
Subsequently, if B tries to attack other nodes in the network, it will be repelled right
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Table 3.1 Classification of Cooperative Intrusion Detection Networks.

IDN Topology Scope Type Specification Technology
and Algorithm

Indra Distributed Local Information Worm —

DOMINO  Decentralized Hybrid Information Worm —

DShield Centralized Global Information General Data correlation

NetShield Distributed  Global Information Worm Load-balancing

Gossip Distributed Local Information Worm —

Worminator — Global Information Worm —

ABDIAS  Decentralized Hybrid Information General Trust management

CRIM Centralized Local Information General Data correlation

CIDS Distributed  Global Knowledge General Load-balancing

ALPACAS Distributed Global Information Spam Load balancing

CDDHT Decentralized Local Information General —
SmartScreen Centralized global Information Phishing —
CloudAV  Centralized global Consultation Malware —
FFCIDN Centralized global Information Botnet Data correlation
CMDA Decentralized Local Consultation Malware —

away by the forewarned nodes. Indra is a fully distributed system that is targeted
toward local area networks.

3.4.2 DOMINO

DOMINO [149] is an IDS collaboration system that aims at monitoring Internet out-
breaks at large scale. In DOMINO (Figure 3.3), heterogeneous IDSs located at di-
verse locations share their intrusion information with each other. There are typically
three types of nodes: axis nodes, satellite nodes, and terrestrial contributors. Satellite
nodes are organized hierarchically and are responsible for gathering intrusion data
and sending it to parent nodes in the hierarchy. Parent nodes aggregate intrusion data
and further forward data up the hierarchy until they reach axis nodes. Axis nodes
analyze intrusion data, generate digested summary data, and then multicast them to
other axis nodes. Network-based IDSs and active sink nodes (such as Honeypot [50])
are integrated into axis nodes to monitor unused IP addresses for incoming worms.
Terrestrial contributors do not follow DOMINO protocols but can contribute to the
system through DOMINO access points. In DOMINO, heterogeneous nodes are in-
volved in the cooperation overlay. Information from axis nodes, satellite nodes, and
terrestrial contributors is distinguished by different trust levels. This feature enables
DOMINO to handle inter-administration-zone cooperation. DOMINO is a decentral-
ized system organized in a hierarchical structure for better scalability.
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Figure 3.2: Indra architecture. (Adapted from [84].)

3.4.3 DShield

DShield [137] is a community-based firewall log correlation system. The central
server receives firewall logs from worldwide volunteers and then analyzes attack
trends based on the information collected. Similar systems include myNetWatchMan
[17] and CAIDA [8]. DShield is used as a data collection engine behind the SANS
Internet Storm Center (ISC) [23]. Analysis provided by DShield has been used in
the early detection of several worms, such as “Code Red” and “SQL Snake.” Due
to the number of participants and the volume of data collected, DShield is a very
attractive resource, and its data is used by researchers to analyze attack patterns.
However, DShield is a centralized system and does not provide real-time analysis or
rule generation. Also, due to privacy issues, payload information and some headers
cannot be shared, which makes classification of attacks often impossible.

3.4.4 NetShield

NetShield [44] is an IDN that uses the Chord DHT [131] to reduce communication
overhead. In this system, however, within the system architecture (Figure 3.4), IDSs
contribute and retrieve information from the system through a P2P overlay (the Chord
DHT). Each IDS maintains a local prevalence table to record the number of occur-
rences of each content block signature locally as well as its corresponding source
address and destination address. An update will be triggered if the local prevalence
of the content block exceeds a local threshold (for example, site A in Figure 3.4). If
the global prevalence is higher than a given threshold, and the address dispersion ex-
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Figure 3.3: DOMINO architecture. (Adapted from [149].)

ceeds a certain threshold, then an alarm is raised regarding the corresponding content
block. Netshield targets epidemic worm outbreaks or DoS attacks. However, using
content blocks as attack identification is not effective against polymorphic worms.
Also, NetShield assumes all IDN participants are honest, which makes it vulnerable
to collusion attacks and malicious nodes.

3.4.5 CIDS

Another collaborative intrusion detection system (CIDS) proposed by Zhou et al.
[157] also uses the Chord DHT system to organize IDSs into a peer-to-peer network.
Each IDS shares its blacklist with others through a fully distributed P2P overlay. If
a suspicious IP address is reported more than a threshold N, then all the IDSs that
reported it will be notified. CIDS is considered scalable and robust because it is built
on a P2P overlay. However, the limitation of this system is that it only identifies
potential intruders by IP addresses. Thus, it is not effective against worms having
a spreading degree of less than N. Also, the system can be vulnerable to colluding
malicious nodes. Because this IDN utilizes blacklists sharing, it can be categorized
into a knowledge-based IDN.
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Figure 3.4: NetShield architecture. (Adapted from [44].)

3.4.6 Gossip

Denver et al. [52] proposed a gossip-based collaborative worm detection system
(Gossip) for enterprise-level IDNs for host-based IDSs. A fully distributed model
is adopted to avoid a single point of failure. In their system, host-based IDSs (lo-
cal detectors) raise alerts only if the number of newly created connections per unit
time exceeds a certain threshold. The alert will then be propagated to neighbors
for aggregation. A Bayesian-network-based alert aggregation model is used for alert
aggregation at global detectors. Their proposed system is aimed at detecting slow-
propagating worms in a local area network. However, their system only uses the new
connection rate as a sign of possible worm spread. This is not effective for worms
that are spread in a connectionless manner, such as UDP worms.
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3.4.7 Worminator

Worminator [97] was proposed to enable IDSs to share alert information with each
other to detect worm propagation. Alert correlation is used to gain better detection
accuracy. Different from most other systems, Worminator is concerned with the pri-
vacy of exchanging alerts, and uses a bloom filter to encode IP addresses and port
numbers in the alerts in order to preserve the privacy of collaborators. The authors
claimed that the system topology can be either centralized or decentralized, depend-
ing on the size of the network.

3.4.8 ABDIAS

Ghosh et al. proposed an agent-based distributed intrusion alert system (ABDIAS)
[77]. In the architecture design (Figure 3.5), IDSs (agents) are grouped into com-
munities (neighborhoods). Each agent collects information inside its neighborhood
and uses a Bayesian network analysis model to diagnose possible threats. Inter-
neighborhood communication only happens if a consensus cannot be reached within
a neighborhood. This system supports early warnings for pre-attack activities in or-
der to gain time for administrators to respond to potential attacks. This system also
supports a simple majority-based voting system to detect compromised nodes.

Intra-communication

\K @ @ Inter-communication

Figure 3.5: ABDIAS architecture. (Adapted from [77].)
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3.4.9 CRIM

CRIM [49] is a cooperative IDS where alerts from individual IDSs are sent to a
central analyzer for clustering and correlation. A set of correlation rules are generated
offline by security administrators by analyzing attack descriptions. These correlation
rules are then used to analyze alerts collected from IDSs in order to recognize global
attack scenarios. CRIM is a semi-automatic alert correlation system, as it relies on
human interactions to define attack descriptions. It is also a centralized system.

3.4.10 ALPACAS

ALPACAS [154] is a cooperative spam filtering system aimed at preserving the pri-
vacy of emails as well as maintaining the scalability of the system. The system is
built on a peer-to-peer overlay to avoid the deficiency of a centralized system. Spam
mails and Ham mails are distributed to agents based on the range of their feature
signatures. An email is divided into feature trunks, and trunks are digested into fea-
ture fingerprints to preserve the content privacy of emails. The fingerprints of an
email are then sent to corresponding agents to compare with stored spam emails and
Ham emails by estimating the maximum signature overlap with spam (MOS) and the
maximum signature overlap with Ham (MOH). An email is labeled as spam if the
difference between MOS and MOH exceeds a certain threshold. ALPACAS is a fully
distributed system.

3.4.11 CDDHT

The Cyber Disease Distributed Hash Table (CDDHT) [94] was proposed as a dis-
tributed data fusion center. In its architecture, each node is a local intrusion detection
system that attempts to locally detect attacks and generate corresponding alerts. Each
alert is assigned a disease key based on the related intrusions. The alert is then sent
to a corresponding sensor fusion center (SFC) using a DHT-based P2P system. SFCs
are selected among nodes based on their capacity and resources. The goal of this sys-
tem is to avoid the bottleneck problem inherent to a centralized fusion center and to
use alert categorization techniques for balancing the load among the SFCs. CDDHT
is a decentralized system.

3.4.12 SmartScreen Filter

SmartScreen Filter [31] is a tool in Microsoft™ Internet Explorer 8 that helps users
avoid socially engineered malware phishing websites and online fraud when brows-
ing the Web. A centralized mechanism is used to maintain a list of phishing sites and
malicious websites URLs. Users browsing listed phishing sites or malicious web-
sites will receive warnings to prevent them from being defrauded. Users are allowed
to report suspicious websites to the central server through a secure channel. Users’
feedback is analyzed together with input from the SmartScreen spam filter and input
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from other trusted sources to generate the URLs blacklist. Other similar phishing
filters are provided by EarthLink and eBay.

3.4.13 CloudAV

CloudAV [114] was proposed by Oberheide et al. in 2008. It is a centralized collabo-
rative malware scanning system, where antivirus software is organized into a cloud-
based malware scanning service. In such a system, service consumers (for example,
mobile phones) send suspicious files to the CloudAV system for scanning. A central
service dispatches the files to all participating antivirus scanners and aggregates their
scanning results using a simple threshold-based decision method. Then the central
service replies to service requesters with the aggregated scanning results. CloudAV
is able to provide a higher malware detection rate while maintaining a low false pos-
itive rate, compared to a single antivirus service. It is especially useful for end users
with less powerful intrusion detection engines, such as mobile phones. CloudAV is a
consultation-based IDN.

3.4.14 FFCIDN

Fast-flux service networks (FFSN) are one type of botnet that uses compromised
nodes to form a robust phishing domain. To detect fast-flux networks and prevent
them from causing further damage, Zhou et al. [155, 156], proposed a collaborative
IDN to detect FFSNs. The work is based on an observation that the number of IP
addresses returned after a DNS request is larger than usual. The collaboration system
collects query results from nodes from different locations and correlates them to ob-
tain the number of unique IP addresses and the number of unique fast-flux domains.
The relationship between the number of DNS queries and the number of unique IP
addresses and domains is traced. A corresponding DNS query threshold is derived
to speed up FFSN detection. Zhou et al.’s results showed that detecting FFSNs using
collaboration from nodes in different name domains is more efficient than detecting
them from a single node. This system is a centralized system.

3.4.15 CMDA

Collaborative Malware detection on Android (CMDA) [122] was proposed by
Schmidt et al., wherein Android phones assist each other when suspicious files are
detected but the host device does not have enough confidence in malware decision.
Then the host device sends the suspicious executable to its neighbors for diagnosis.
Each neighbor evaluates the received executable based on its own knowledge and
trained classifier and then sends the diagnosis results back to the host device. A final
decision is made based on the aggregated feedback from all neighbor nodes. CMDA
is a decentralized system and a consultation-based IDN.
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Figure 3.6: Topology design for collaborative malware detection on Android.

3.5 Summary

IDSs are important countermeasures to cyber attacks. However, a single IDS is vul-
nerable to attacks that are unknown to its security vendors of system administrators.
Intrusion detection networks (IDNs) allow IDSs to exchange intrusion information
and detection knowledge, hence improving the intrusion detection accuracy by using
the collective knowledge from others. Several IDNs have been proposed in the lit-
erature. However, most of them focused on designing efficient and scalable network
overlays for the exchange of intrusion information. Some IDNs investigated infor-
mation aggregation, but only few have addressed the problems of malicious insiders
and free-riders. Malicious insiders pose a significant challenge to IDNs because ad-
versaries have high motivation to attack and compromise the IDSs in the network.
Designing IDNs that are robust to malicious insiders is therefore of paramount im-
portance. Free-riders also pose a significant challenge to collaboration in an IDN.
They are self-interested, do not share their resources, and try to take advantage of
the resources shared by others in the network. To address the free-rider problem, an
incentive mechanism design should be in place to discourage selfish behaviors. It is
therefore necessary to provide an IDN design that is not only scalable and efficient
in intrusion detection, but is also robust against malicious insiders and discourages
free-riding.
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4.1 Introduction

A intrusion detection network (IDN) is an overlay network that enables IDSs to ex-
change intrusion information and knowledge in order to improve the overall detection
accuracy. IDSs in an IDN network can have a more global view of cyber intrusions
by receiving alerts from other IDSs in the networks. IDSs can also send consultation
requests to their collaborators when suspicious activities are detected but the local
IDS does not have enough confidence to make a decision. For example, an IDS may
receive a new file that can be flagged by the anomaly detection process. However,
anomaly detection commonly results in a high false positive rate. The IDS can send
the suspicious file to other IDSs for consultation. The collected feedback from other
IDSs can be used to make a more confident intrusion decision.

In Chapter 3 we surveyed a number of existing IDNs where IDSs share infor-
mation with others in order to detect intrusions that otherwise would not be detected
by a single IDS. Most of them are information-based IDNs. However, information-
based IDNs cause large communication overhead because they exchange observa-
tions and not all exchanged observations are useful to others in the network. In turn,
consultation-based IDNs only exchange observations when the host IDS cannot make
a confident decision, which leads to lower communication overhead. In addition, ex-
isting IDNs focus on the efficiency of information exchange and the aggregation of
collected information to make intrusion decisions. Only few studies have addressed
the problems of malicious insiders, free-riders, and how to select and maintain IDN
participants.

In the remainder of this book, we focus on consultation-based IDNs and de-
sign solutions to address the problems of malicious insiders and free-riders. An IDN
framework that is scalable, efficient, and robust to attacks is discussed in this chapter.
We first describe a modular-based IDN architecture design consisting of seven com-
ponents. We then briefly describe the functionality of each component addressing the
solutions mentioned above.

4.2 Collaboration Framework

As discussed in the introduction, IDN scalability can be achieved through completely
decentralized topology design and IDN efficiency through consultation-based IDN
design. In this perspective, we focus here on IDN design where IDSs from different
vendors or open-source providers are connected in a peer-to-peer overlay. We also
focus on IDN design, where IDSs send consultation requests to collaborators to ask
for a diagnosis when suspicious activities are detected but the host IDS does not have
enough confidence to make a correct decision. For this purpose, each IDS maintains
a list of “good” collaborators. For example, IDSs may choose to collaborate with
other IDSs with which they had good experience in the past (e.g., have been help-
ful in identifying intrusions). We consider the case where the IDN participants have
differing detection expertise levels and may act dishonestly or selfishly in collabora-
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tion. For collaboration to be sustainable and efficient, we identify the following IDN
design requirements:

1. IDN nodes should have an effective trust evaluation capability to reduce the
negative impact of dishonest and incompetent nodes.

2. Allocation of IDN node resources for collaboration should be incentive-
compatible to discourage selfish behavior and encourage active collaboration.

3. IDN nodes should possess an efficient feedback aggregation capability to min-
imize the cost of false intrusion detections.

4. The IDN should be robust against insider attacks.
5. The IDN should be scalable in network size.

To satisfy the above requirements, we describe a collaborative intrusion detection
network (CIDN) architecture design similar to a social network. The IDN topology,
as shown in Figure 4.1, consists of IDSs (nodes), which may be network-based IDSs
(NIDSs) or host-based IDSs (HIDSs). IDN nodes are connected if they have a col-
laborative relationship. Each node maintains a list of other nodes that it currently
collaborates with. We call such nodes acquaintances. Each node in the IDN has the

NIDS3 Acq List:
HIDS1
HIDS2
NIDS1
NIDS2

Figure 4.1: Topology of a consultation-based collaborative intrusion detection net-
work.
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Figure 4.2: Communication protocol design for IDN.

freedom to choose its acquaintances based on their trustworthiness. The commu-
nication between collaborating nodes consists of intrusion evaluation requests and
corresponding feedback. There are two types of requests: intrusion consultation re-
quests and test messages. The architecture of the IDN is shown in Figure 4.3. It is
composed of seven components, namely the intrusion detection system, communi-
cation overlay, trust management, acquaintance management, resource management,
feedback aggregation, and mediator. In the following subsections we first describe
the IDN network join process for each user and then introduce the consultation and
test messages initiated after the join process. Finally we describe the functionality of
each component in the architecture.

4.2.1 Network Join Process

To join the IDN, a user needs to register to a trusted digital certificate authority (Fig-
ure 4.2) and get a public and private key pair that uniquely identifies the machine.
Note that we identify the (machine, user) tuple. This is because a different machine
means a different IDS instance. However, the network allows only one user on the
same machine in the IDN at a time, for the purpose of preventing attackers from influ-
encing the IDN operation using a large number of pseudonym nodes (Sybil attack).
However, multiple users can be registered on the same machine becuse a different
user of the same machine may have a different configuration of its IDS. After a node
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Figure 4.3: Architecture design of an IDN.

joins the IDN, it is provided with a preliminary acquaintance list. This list is cus-
tomizable and contains identities (or public keys) of other nodes within the network
along with their trust values and serves as the contact list for collaboration.

4.2.2 Consultation Requests

After joining in the IDS network, when an IDS detects a suspicious activity but is
unable to make a decision as to whether or not it should raise an alarm, it sends con-
sultation requests to its acquaintances for diagnosis. Feedback from acquaintances
is aggregated and a final intrusion detection decision is made based on the aggre-
gated results. The amount of information in the consultation request depends on the
trust level of each acquaintance. For example, a node may want to share all alert in-
formation, including data payload, with the nodes inside its local area network, and
digest or even remove some some alert information when sent to acquaintances in
the broader Internet.
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4.2.3 Test Messages

In order for the nodes in the IDN to gain experience with each other, IDSs use fest
messages to evaluate the trustworthiness of others. Test messages are “bogus” con-
sultation requests that are sent to measure the trustworthiness of another node in the
acquaintance list. They are sent out in a way that makes them difficult to distinguish
from a real consultation request. The testing node knows the true diagnosis result of
the test message and uses the received feedback to derive a trust value for the tested
node. This technique can discover inexperienced and/or malicious nodes within the
collaborative network. A test message can be a previous consultation message with
which the ground truth has been verified, or a random pick taken from its knowledge
base.

4.2.4 Communication Overlay

The communication overlay is the component that handles all the communications
with other peers in the collaborative network. The messages passing through the
communication overlay include test messages from the host node to its acquain-
tances, intrusion consultations from the host node to its acquaintances, feedback from
acquaintances; consultation requests from acquaintances, and feedback to acquain-
tances. The communication overlay dispatches incoming requests and messages to
corresponding components in the system and routes outgoing requests and messages
to their destinations. For example, when the communication overlay component re-
ceives a consultation request, it calls the local IDS component for diagnosis and
returns the received feedback (diagnosis result) back to the sender.

4.2.5 Mediator

The mediator is the component that helps heterogeneous IDSs communicate with
each other. It translates consultation requests and consultation feedback into a com-
mon protocol (such as IDMEEF [15]) and data format understood by different IDSs.

4.2.6 Trust Management

The trust management component allows IDSs in the IDN to evaluate the trustwor-
thiness of others based on previous experience with them. The host node can use test
messages to gain experience quickly. Indeed, the verified consultation results can
also be used as experience. In our IDN design, we have used a Dirichlet-based trust
management model (Chapter 5) to evaluate the trustworthiness of IDSs. In this trust
model, IDSs evaluate the trustworthiness of others based on the quality of their feed-
back. The confidence of trust estimation is modeled using Bayesian statistics, and
the results show that the frequency of test messages is proportional to the confidence
level of trust estimation. The trust management model is closely connected to the
resource management and acquaintance management models, as the trust values of
the collaborators are essential inputs for the latter models.
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4.2.7 Acquaintance Management

It is intuitive that when an IDS consults more acquaintances, it achieves higher ac-
curacy and confidence in intrusion detection. However, more acquaintances results
in a higher maintenance cost, because the IDS needs to allocate resources for each
acquaintance as sending and receiving test messages to those acquaintances is a nec-
essary resource expenditure, and it is needed to maintain the confidence of trust eval-
uation and to maintain the collaboration connection. Acquaintance management is re-
sponsible for selecting and maintaining collaborators for each participant. In addition
to the acquaintances list, our system also maintains a consultation list. The nodes on
the consultation list are randomly selected from the acquaintances that have passed
the probation period. Test messages are sent to all acquaintances, while consultation
requests are only sent to the nodes in the consultation list. The acquaintance list is
updated on a regular basis to recruit new nodes or remove unwanted ones. A dynamic
acquaintance management system (Chapter 8) can be used to recruit higher-quality
peers and remove less-helpful peers based on their trustworthiness and expertise in
intrusion detection.

4.2.8 Resource Management

In an IDN, malicious or compromised peers can launch a denial-of-service attack by
sending a large number of consultation messages to overwhelm the targeted IDSs.
Some peers may also free-ride the system by only receiving help from others without
contributing to the collaboration network. To address the above problems, a resource
management system is required to decide whether the host should allocate resources
to respond to a given consultation request. An incentive-compatible resource man-
agement can assist IDSs to allocate resources to their acquaintances so that other
IDSs are fairly treated based on their past assistance to the host IDS. Therefore, an
IDS that abusively uses the collaboration resource will be penalized by receiving
fewer responses from others. The resource allocation system also decides how often
the host should send test messages to its acquaintances, protecting the system from
being overloaded. An incentive-compatible resource allocation system is described
in Chapter 7 leveraging a multi-player noncooperative game design for IDSs in the
IDN.

4.2.9 Feedback Aggregation

When the IDS of the host node cannot make a confident intrusion diagnosis for a sus-
picious event, the host node may consult the other IDSs in the collaboration network
for opinions/diagnosis. The received feedback is then used to make a decision as to
whether or not the host IDS should raise an alarm to its administrator. The feedback
aggregation component is responsible for making a decision based on the feedback.
It decides not only on which criteria to use to measure the quality of decisions, but
also on how to reach a decision in an efficient way. This component is one of the
most important, because it has a direct impact on the accuracy of the collaborative
intrusion detection. If an alarm is raised, the suspicious intrusion flow will be sus-
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pended and the system administrator investigates the intrusion immediately. On one
hand, false alarms may waste human resources. On the other hand, undetected in-
trusions may cause damage. To leverage the false positive and false negative rate, a
Bayesian approach (Chapter 6) can be used to measure the rate of false alarms, that
is, false positive (FP) rate, and the rate of missing intrusions, that is, false negative
(FN) rate, of participating IDSs based on collected experience with them in the past.
The cost of collaborative decision-making can be modeled using false positive cost
and false negative cost. A hypothesis testing model is used to find a decision that
leads to minimum overall cost.

In the following chapters we focus on four major components of the IDN archi-
tecture: trust management, acquaintance management, resource management, and
feedback aggregation. For each component, we provide the underlying model and al-
gorithms, and evaluate their efficiency against several metrics, including robustness,
scalability, efficiency, fairness, and incentive compatibility.

4.3 Discussion

In the previous sections we discussed the topology, communication protocol, and
architecture design of an efficient, robust, and scalable intrusion detection network.
In this section we discuss how privacy issues and malicious insiders problems are
handled in the IDN.

4.3.1 Privacy Issues

One concern for collaboration networks is privacy issues. When an IDS chooses to
send a consultation request to its collaborators for opinions, the request may contain
some private information of the sender. For example, when an IDS receives a file
scanning request from its collaborator, some information about the collaborator, such
as which file it has downloaded recently or whether someone is using the computer
at the moment, may be observed by the request receiver. We call this a receiver
speculation attack. In addition, a man-in-the-middle attack may also occur, where an
adversary can eavesdrop and interpret the messages exchanged between IDSs.

To prevent a man-in-the-middle attack, the exchanged information among IDSs
is encrypted. To prevent a receiver speculation attack, the use of test messages can
effectively cloak the consultation messages so it is hard for the receiver to distinguish
consultation messages from test messages. Therefore, the message receiver cannot
speculate if the files received are the new files downloaded by the sender or they are
only test messages.

4.3.2 Insider Attacks

Insider attacks can be a serious problem to an intrusion detection network because
adversaries may be able to disguise as a legitimate IDS and join the IDN. We show a
few common attacks against IDNs and how the IDN design can defend against those
insider attacks.



Collaborative Intrusion Detection Networks Architecture Design B 49

Sybil attacks occur when a malicious peer in the system creates a large amount
of pseudonyms (fake identities) [58]. Such a malicious peer uses fake identities to
gain larger influence in the network and use it in false ranking of alerts. Our defense
against sybil attacks relies on the authentication mechanism in place and our acquain-
tance management system. Authentication makes registering fake identities difficult.
Our model can use a certificate issuing authority that only allows one identity per
(user, machine) tuple. In addition, our trust management model requires IDSs to first
build up their trust before they can affect the decision of others, which is costly to do
with many fake identities. This way, our security and trust mechanisms protect our
collaborative network from sybil attacks.

Identity cloning attacks occur when a malicious node steals some node’s identity
and tries to communicate with others on its behalf. Our communication model is
based on asymmetric cryptography, where each node has a pair of public and private
keys. The certificate authority certifies the ownership of key pairs and in this way
protects the authenticity of node identities.

Dishonest insiders attacks occurs when dishonest nodes join the IDN and behave
dishonestly about the consultations. For example, the dishonest nodes may send ran-
dom results or even false consultation results in order to save resources or degrade
the IDN. Our system design incorporates a trust management component that can
distinguish dishonest insiders from others. Our detailed design of trust component is
described in Chapter 5.

Insider flooding attacks occur when insider nodes send excessive consultation
requests/test messages to other nodes in the network for the purpose of benefiting
themselves or overwhelming the other nodes in the network. Our IDN design can
effectively prevent this attack by using fair, incentive-compatible resource allocation
mechanism 7 and automatic acquaintance management 8. The amount of requests
a node sends to others needs to be negotiated beforehand. Nodes sending excessive
consultation messages will be identified as malicious and therefore be removed from
the acquaintance list of others.

4.4 Summary

In this chapter we introduced the topology design and architecture design of a
consultation-based intrusion detection network. The system consists of several com-
ponents and each has its distinct functionalities to contribute to the structure of an
efficient, scalable, robust, and incentive-compatible intrusion detection network. We
also discussed some potential challenges and attacks that may occur in an intrusion
detection network. In the next a few chapters, we particularly focus on the detailed
design of a few essential components, namely trust management, collaborative deci-
sion making, resource allocation, and acquaintance management.
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5.1 Introduction

In the previous chapter we presented the architecture design of a peer-to-peer-based
intrusion detection network. In this chapter we focus on the trust component design.
Trust management is critical because it is used to distinguish malicious peers from
honest ones and improve intrusion detection accuracy. It is a central component in the
IDN architecture because most other components, including resource management,
acquaintance management, and collaborative intrusion components, rely on its input.
In an IDN, a malicious (or malfunctioning) IDS can send false intrusion assessments
or useless information to degrade the performance of other IDSs in the collaboration
network. If some nodes are controlled by the same adversaries, they can easily col-
lude and send false intrusion assessments. Moreover, IDSs may have different levels
of expertise in intrusion assessment so that the quality of their information varies. To
protect an IDN from malicious attacks as well as find expert IDSs to consult for intru-
sion assessment, it is important to evaluate the trustworthiness of participating IDSs.
Because the trust model itself may also be the target of malicious attacks, robust-
ness is a desired feature of the trust management scheme in collaborative intrusion
detection networks.

In this chapter we discuss the design of a Bayesian trust management model
that is robust, scalable, and suitable for distributed IDS collaboration. The Dirichlet
family of probability density functions is adopted in this trust management model for
estimating the likely future behavior of an IDS based on its past history. We show in
this chapter that this model cannot only compute trust values of IDSs efficiently, but
can also track the uncertainty in estimating the trustworthiness of the IDS. The trust
model can be used to deploy a secure and scalable IDN where effective collaboration
can be established between IDSs.

To demonstrate the effectiveness of the trust management design, it is impor-
tant to evaluate the effectiveness of the model. In Section 5.6 we use a simulated
collaborative IDS network to evaluate the trust model. In the simulated IDN, IDSs
are distributed and may have different expertise levels in detecting intrusions. An
IDS may also turn malicious due to runtime bugs, having been compromised, hav-
ing been updated with a faulty new configuration, or having been deliberately made
malicious. Several potential threats are also simulated; for example, betrayal attacks
where malicious IDSs masquerade as honest ones to gain trust, and then suddenly act
dishonestly. The experimental results demonstrate that the trust management model
yields a significant improvement in detecting intrusions, is robust against various
attacks, and improves the scalability of the system, as compared to existing collabo-
rative IDS systems.

The remainder of this chapter is organized as follows. In Section 5.2 we overview
existing trust models in intrusion detection networks and other related areas. In Sec-
tion 5.3 we present the Dirichlet trust management model design. A dynamic test
message mechanism is presented in Section 5.4 to improve the scalability of the trust
system, where the test message rate is adaptive to the test levels of the collaborator.
To demonstrate robustness of the trust model, several insider attack models against
the trust model are presented, and corresponding defence mechanisms are discussed
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in Section 5.5. The evaluation of the trust model is presented in Section 5.6. Finally,
Section 5.7 concludes the chapter and identifies directions for future research.

5.2 Background

Most of the existing work on distributed collaborative intrusion detection relies on
the assumption that all IDSs are trustworthy and faithfully report intrusion events.
The Indra system [84] distributes among peers information about attack attempts on
different machines so as to proactively react and increase the chance of detecting
an attack. This system also allows peer neighbors to share information about intru-
sion attempts in order to enhance the overall system security. Another example is
the distributed intrusion alert fusion system called Cyber Disease Distributed Hash
Table (CDDHT) [95]. The CDDHT system provides several load-balancing schemes
to evenly distribute intrusion alarms among the sensor fusion centers in order to in-
crease the scalability, fault-tolerance, and robustness of the system. However, the sys-
tems mentioned above are all vulnerable to malicious IDS attacks. False information
about intrusion events sent by malicious IDSs may heavily degrade the performance
of these IDNs.

To protect an IDN, it is important to evaluate the trustworthiness of participat-
ing IDSs. ABDIAS [77] is a community-based IDN where IDSs are organized into
groups and exchange intrusion information to gain better intrusion detection accu-
racy. A simple majority-based voting system was proposed to detect compromised
nodes. However, such a system is vulnerable to colluded voting. Duma et al. [59]
propose to address possibly malicious IDSs (peers) by introducing a trust-aware col-
laboration engine for correlating intrusion alerts. Their trust management scheme
uses each peer’s past experience to predict others’ trustworthiness. However, their
trust model is simplistic and does not address security issues within the collabora-
tive network. For instance, in their system, the peer’s past experience has the same
impact on the final trust values of others, and therefore is vulnerable to betrayal at-
tacks where compromised peers suddenly change their behavior. In our model, we
use a forgetting factor when calculating trust in order to rely more on the peer’s re-
cent experience and be robust to the changes of other peers’ behavior. Our previous
work [72] proposed a robust trust management model that uses test messages to gain
personal experience and a forgetting factor to emphasize most recent experiences.
However, this model needs to repeatedly aggregate all past experience with a peer
when updating its trust, which makes it not scalable over time. It uses a linear model
to calculate the average satisfaction levels of past interactions and lacks a theoretical
foundation. Also, this approach does not capture trust modeling uncertainties or pro-
vide statistical confidence information on intrusion decisions. Our new model uses
Dirichlet distributions to model peer trustworthiness. It makes use of dynamic test
message rates in order to allow for better scalability. Also, our new model further
improves robustness over our previous one through the use of flexible test message
rates.

Researchers in multi-agent systems have also been developing trust models to
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evaluate the trustworthiness of buying and selling agents in e-marketplaces [152].
One of the earliest trust models developed by Marsh [101] computes the trustwor-
thiness of selling agents by taking into account direct interactions between buying
and selling agents. The trust-oriented learning strategy proposed by Tran and Co-
hen [134] uses reinforcement learning to determine the trustworthiness of selling
agents, after the true value of delivered goods is evaluated and compared to the buy-
ing agent’s expected value for the goods. Selling agents can be classified as untrust-
worthy if their trust values fall below a certain threshold, and buying agents try to
select the trustworthy selling agent with the highest expected value for the goods.
The Beta Reputation System (BRS) of Whitby et al. [144] and the TRAVOS model
of Teacy et al. [133] estimate the trustworthiness of a selling agent by employing a
Beta probability density function representing a probability distribution of a continu-
ous variable. The work of Zhang and Cohen [152] focuses on coping with inaccurate
reputation information about selling agents shared by malicious buying agents in e-
marketplaces. The REGRET model of Sabater et al. [121] offers a multi-dimensional
view of trust that includes a social dimension taking into consideration the social
relationships among agents. However, it is difficult to clearly determine social rela-
tionships among IDSs in IDNs.

The Dirichlet trust model we present in this chapter is different from the above
trust models in several aspects. First, the Dirichlet model is focused on long-term
collaboration trust. Repetitive direct interactions between two agents are common in
an IDN environment. Second, the cost of experience in IDN is much lower than in
e-commerce and it allows IDSs to send test messages to better establish trust rela-
tionships with others. Third, the Dirichlet model uses fine-grained experience quality
rather than a binary measurement such as “good” or “bad.” Instead, it is categorized
into multiple levels. Finally, this model uses direct trust modeling rather than repu-
tation models. It is because the reputation model may suffer from collusion attacks
where a group of malicious IDSs cooperate together by providing false reputation
information about some IDSs to bad-mouth these targets, for example.

Different reputation models were proposed in distributed systems [86, 132].
These reputation models allow peers to get advice when evaluating the trustworthi-
ness of other peers. For example, [86] uses global reputation management to evaluate
distributed trust by aggregating votes from all peers in the network. Sun et al. [132]
propose for the communication in distributed networks an entropy-based model and
a probability-based one. The models are used to calculate indirect trust, propagation
trust, and multi-path trust. They, however, involve a lot of overhead, which limits
their scalability. Another important concern is that IDSs can be easily compromised
and become deceptive when reporting the trustworthiness of others. The reputation
models for peer-to-peer networks, such as PowerTrust [116], TrustGuard [130], Ma-
licious detector [103], and Fine-Grained reputation [153] are capable of detecting
malicious peers. However, they are purposed to detect deceiving nodes in a P2P net-
work and cannot be directly used in IDNs to improve the intrusion detection accuracy.
A trust model in IDN should not only detect malicious nodes, but also improve the
overall intrusion detection accuracy and offer robustness and scalability.
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5.3 Trust Management Model

In this section we describe a robust and scalable trust model that uses a Bayesian
approach to evaluate the trustworthiness between each pair of IDSs. Specifically, we
use a Dirichlet family of probability density functions to estimate the likely future
behavior of an IDS based on its past history. A weighted majority method is used to
aggregate feedback to make intrusion decisions.

5.3.1 Satisfaction Mapping

In this model, an IDS sends requests to its peers and evaluates the satisfaction level
of received feedback. Note that the request can be a test message or a real request.
The true answer of a test message is known beforehand, while that of a real request
is verified by administrators after some delay through the observed impact of the
corresponding alert.

IDSs may have different metrics to rank alerts. Snort [24], for example, uses
three levels (low, medium, high), while Bro [7] allows up to 100 different levels.
We assume the existence of a function H, which maps an IDS alert ranking onto the
[0,1] interval, where O denotes benign traffic and 1 highly dangerous intrusions. H
preserves the “more severe than” partial order relationship. That is, if alert a; is more
severe than alert a;, then H preserves that relationship by having H(a;) > H(a;).

The satisfaction level of feedback is determined by three factors: the expected
answer (r € [0,1]), the received answer (a € [0, 1]), and the difficulty level of the test
message (d € [0, 1]). The larger is d, the more difficult it is to correctly answer the
request. Note that the difficulty of the test message can be roughly estimated by the
age of the corresponding signatures or knowledge. For example, the difficulty level
is low for test messages generated from old signatures; medium difficulty is for test
messages generated from new signatures; high difficulty for malicious traffic taken
from honeypots and no local signature is able to detect it.

To quantitively measure the quality of feedback, we use a function Sat(r,a,d)
(€ [0,1]) to represent the level of satisfaction of the received answer based on its
distance to the expected answer and the difficulty of the test message, as follows:

a—r d/ez
1- (max(clr,lfr)) a>r
Sat(r,a,d) = (5.1)
. ci(r—a) d/c
1 (7)) a<r

max(cinl—r

where ¢ controls the extent of penalty for wrong estimates. It is set > 1 to reflect that
estimates lower than the exact answer get stronger penalty than those that are higher.
Parameter ¢; € R controls satisfaction sensitivity, with larger values reflecting more
sensitivity to the distance between the correct and received answers. The equation
also ensures that low difficulty level tests are more severe in their penalty to incorrect
answers. The shape of the satisfaction function is depicted in Figure 5.1.
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Figure 5.1: Satisfaction level for feedback (r = 0.5,¢; =2,¢, =1).

5.3.2 Dirichlet-Based Model

Bayesian statistics provide a theoretical foundation for measuring the uncertainty in a
decision that is based on a collection of observations. We demonstrate the distribution
of satisfaction levels of the answers from each peer IDS and, particularly, use this
information to estimate the satisfaction level of future consultations. For the case
of a binary satisfaction level {satisfied,—satisfied}, a Beta distribution can be used
as appeared in [152]. For multi-valued satisfaction levels, Dirichlet distributions are
more appropriate.

A Dirichlet distribution [120] is based on initial beliefs about an unknown event
represented by a prior distribution. The initial beliefs combined with collected sample
data can be represented by a posterior distribution. The posterior distribution well
suits our trust management model because the trust is updated based on the history
of interactions.

Let X be the discrete random variable denoting the satisfaction level of the feed-
back from a peer IDS. X takes values in the set 2" = {x1,x2,...,x¢} (x; € [0,1],
Xi+1 > x;) of the supported levels of satisfaction. Let p = {p1,p2,..., pr} (25-‘:1 pi=
1) be the probability distribution vector of X, that is, P{X = x;} = p;. Also, let
Y=A{%,%,..., %} denote the vector of cumulative observations and initial beliefs
of X. Then we can model p using a posterior Dirichlet distribution as follows:

_ l 171 Yi—
F(pl§) = Dir(p|y) = H, T H (5.2)

where & denotes the background knowledge, which in here is summarized by 7.
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Let .
n=Y % (5.3)
i=1

The expected value of the probability of X to be x; given the history of observations
¥ is given by:
E(pip) =1 (5.4)
Yo

In order to give more weight to recent observations over old ones, we embed a
forgetting factor A in the Dirichlet background knowledge vector 7 as follows:

7 = ¥ A% x S+ oS0 (5.5)
i=1

where 7 is the number of observations; .S_"0 is the initial beliefs vector. If no additional
information is available, all outcomes have an equal probability making S? = 1/k for
all j € {1,..,k}. Parameter co > 0 is a priori constant, which puts a weight on the ini-
tial beliefs. Vector S' denotes the satisfaction level of the i evidence, which is a tuple
containing k — 1 elements set to zero and only one element set to 1, corresponding to
the selected satisfaction level for that evidence. Parameter A € [0, 1] is the forgetting
factor. A small A makes old observations quickly forgettable. Parameter ; denotes
the time elapsed (age) since the i evidence §i was observed. Let At; = t; — ti4.
For the purpose of scalability, the 37(") in Equation (5.5) can be rewritten in terms of
)7(”_1), S" and At,, as follows:

g0 —
o) _ coS n=20 5.6
7 {QLA’"X?("‘UJrS" n>0 .6)

5.3.3 Evaluating the Trustworthiness of a Peer

After a peer receives the feedback for an alert evaluation, it assigns a satisfaction
value to the feedback according to Equation (5.1). This satisfaction value is assigned
with one of the satisfaction levels in the set 2~ = {x|,x2,...,x; } that has the closest
value. Each satisfaction level x; also has a weight w;.

Let p#” denote the probability that peer v provides answers to the requests sent by
peer u with satisfaction level x;. Let p"*" = (p¥")i=1. x |Z;‘:1 p¥ = 1. We model p*
using Equation (5.2). Let Y*¥ be the random variable denoting the weighted average
of the probability of each satisfaction level in p"".

k
Y=Y pi'w (5.7)
i=1

The trustworthiness of peer v as noticed by peer u is then calculated as
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T YMV k le _ L k . 'V 5 8
Z = ZWZYIM (5-8)
i=1 0 i=1

where ¥ is the cumulated evidence that v has replied to u with satisfaction level x;.
The variance of Y* is equal to (superscript uv is omitted for clarity)

k k
oY) = Z Z wiw jcov[pj, pj] (5.9
i=1j=1
Knowing that the covariance of p; and p; (i # j) is given by

—%Y

cov(pi,pj) = = (5.10)
" wo+1)
We get
Zw [pi —l—ZZ Z wiw jcov[pi, pjl
i=1 j=i+1
k
> 10 — — %Y
W Wiw
ZZI 73Y+1> ,21,21 "B (0+1)
k
=g 2wt (wil—n%)—2 ) wy (5.11)
%+% S ( j:;rl ! ]>

Let C* € (—1,1] be the confidence level for the value of 7", and we describe it as
C"=1-40o[Y" (5.12)

where 4 6[Y"] is roughly the 95% confidence interval.

Lemma 5.1
The confidence level C*" formulated by Equation (5.12) lies in bound (—1, 1].

Proof 5.1
From Equation (5.12) and Equation (5.11), we have

cw 1 4 : 2 Yi (zk“ Yi )2 (5 13)
=] — ws— — Wi — .
ViFn\S " S w

where w; € [0,1],Vi is the weight of the satisfaction level i, and ¥ = Y, i >
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0. To prove the boundary of C*¥, we construct a discrete random variable Z €

{wi,wa,...,wi }, where w; <wp < ... <wpand P[Z =w;] = %,Vi. Then we have

k , k .
o2Z] = E(2) —E2(z) = Y w2 e (Y w2 (5.14)
i=1 b i=1 Y

We can see that the variation of Z is the major component of C*”. It is not diffi-
cult to see that 6%[Z] reaches its maximum when P[Z = w1] = P[Z = w;] = 0.5 and
P[Z =w;] =0,Vj(1 < j < k). Therefore, we have 0 < 62[Z] < %. After replacing
Equation (5.14) back into Equation (5.13), we have —1 < C*" < 1.

5.4 Test Message Exchange Rate and Scalability of Our
System

Each IDS u in our system maintains an acquaintance list and a probation list with
maximum length [% .. This length can be fixed according to the resource capacity
of node u or slightly updated with the changes in IDN size. However, it is always
set to a value small enough to account for scalability. Equation (5.6) ensures that the
process of updating the trustworthiness of a peer after the reception of a response is
performed with only three operations, making it linear with respect to the number of
answers.

There is a trade-off to be resolved in order to account for scalability in the num-
ber of messages exchanged in the IDN. On one hand, the forgetting factor in Equa-
tion (5.6) decays the importance given to existing highly trusted peers. This implies
that their corresponding test message rates need to be above a certain minimal value.
On the other hand, sending too many requests to other peers may compromise scal-
ability. To solve this issue, we adapt the rate of test messages to a given peer ac-
cording to its estimated trustworthiness. The adaptation policy is provided in Table
5.1, where acquaintances are categorized into highly trustworthy, trustworthy, un-
trustworthy, and highly untrustworthy. There are three levels of test message rates:
R; < R,, < Rj,. We can see in Table 5.1 that the test message rate to highly trustwor-
thy or highly untrustworthy peers is low. This is because we are confident about our
decision of including or not their feedback into the aggregation. A higher test mes-
sage rate is assigned to trustworthy or untrustworthy peers because their trust values
are close to the threshold and hence need to be kept under close surveillance.

Each peer in the system needs to actively respond to others’ requests in order to
keep up its trustworthiness and be able to receive prompt help when needed. How-
ever, actively responding to every other peer may cause bandwidth and/or CPU over-
loading. Therefore, as a consultant to others, a peer would like to limit the rate of
answers it provides. In this regard, each peer in our system would respond to re-
quests with a priority proportional to the amount of trust it places on the source of
the request [163]. It will give higher priority to highly trusted friends. This obeys the
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Table 5.1: Acquaintance Categorization

Peer Category Criterion Rate
Highly Trustworthy 0<th<T; R
Trustworthy T, <th<T R,
Untrustworthy T <th<T, R,
Highly Untrustworthy T, <th<1 R;

social norm: “Be nice to others who are nice to you”, and also provides incentives for
encouraging peers to act honestly in order to receive prompt help in times of need.

5.5 Robustness against Common Threats

Trust management can effectively improve network collaboration and detect mali-
cious peers. However, the trust management system itself may become the target of
attacks and be compromised. In this section we describe common attacks and provide
defense mechanisms against them.

5.5.1 Newcomer Attacks

Newcomer attacks occur when a malicious peer can easily register as a new user
[118]. Such a malicious peer creates a new ID for the purpose of erasing its bad
history with other peers in the network and create immediate damage. Our model
handles this type of attack by assigning low trust values to all newcomers and en-
forcing the probation period for each new node. In this way, their feedback on the
alerts is simply not considered by other peers during the aggregation process. New-
comers may gain more trust over time and eventually move to acquaintance list if
they behave consistently well.

5.5.2 Betrayal Attacks

Betrayal attacks occur when a trusted peer suddenly turns into a malicious one and
starts sending false feedbacks. A trust management system can be degraded dramati-
cally because of this type of attack. We employ a mechanism which is inspired by the
social norm: “It takes a long-time interaction and consistent good behavior to build
up a high trust, while only a few bad actions to ruin it.” When a trustworthy peer
acts dishonestly, the forgetting factor (Equation (5.6)) causes its trust value to drop
down quickly, hence making it difficult for this peer to deceive others or gain back
its previous trust within a short time.
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5.5.3 Collusion Attacks

Collusion attacks happen when a group of malicious peers cooperate together by pro-
viding false alert rankings in order to compromise the network. In our system, peers
will not be adversely affected by collusion attacks. In our trust model, each peer re-
lies on its own knowledge to detect dishonest peers. In addition, we use test messages
to uncover malicious peers. Because the test messages are sent in a random manner,
it will be difficult for malicious peers to distinguish them from actual requests.

5.5.4 Inconsistency Attacks

Inconsistency attacks happen when a malicious peer repeatedly changes its behavior
from honest to dishonest in order to degrade the efficiency of the IDN. Inconsistency
attacks are harder to succeed in the Dirichlet-based model because of the use of the
forgetting factor and the dynamic test message rate, which make trust values easy
to lose and hard to gain. This ensures that the trust values of peers with inconsistent
behavior remain low and hence have little impact.

5.6 Simulations and Experimental Results

To demonstrate the effectiveness of the trust management design, it is important to
evaluate the effectiveness of the model. In this section we present a set of experi-
ments that are used to evaluate the efficiency, scalability and robustness of our trust
management model in comparison with existing ones [59, 72]. The simulation pro-
gram is written in Java programming language and it adopts discrete event simulation
to simulate the communication between IDSs. Each experimental result presented in
this section is derived from the average of a large number of replications with an
overall negligible confidence interval.

5.6.1 Simulation Setting

In the simulation, an IDN environment is established with n IDS peers randomly
distributed over an s x s grid region. The proximity distance is given by the minimum
number of square steps between each two peers. The expertise level of a peer can be
low (0.05), medium (0.5), or high (0.95). In the beginning, each peer receives an
initial acquaintance list containing neighbor nodes based on proximity. The initial
trust value of every peer in the acquaintance list is 0.5. To test the trustworthiness of
acquaintances, each peer sends out test messages following a Poisson process with
rates according to Table 5.1. The parameters we used are shown in Table 5.2.
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Table 5.2: Simulation Parameters

Parameter  Value Description
R; 2/day Low test message rate
R, 10/day Medium test message rate
Ry, 20/day High test message rate
A 0.9 Forgetting factor
th 0.8 Trust threshold for aggregation
co 10 Priori constant
c1 1.5 Cost rate of low estimate to high estimate
1) 1 Satisfaction sensitivity factor

s 4 Size of grid region
k 10 Number of satisfaction levels

5.6.2 Modeling the Expertise Level of a Peer

To reflect the expertise level of each peer, a Beta distribution is used to simulate the
decision model of answering requests. A Beta density function is given by

1

f(ple,B) = wpafl(l—l?)ﬁil
B(a,B) = AU“*u—gﬁ%m (5.15)

where f(p|o, B) is the probability that a peer with expertise level [ answers with a

value of p € [0, 1] to an alert of difficulty level d € [0, 1]. Higher values for d are as-

sociated to attacks that are difficult to detect, that is, many peers fail to identify them.

Higher values of / imply a higher probability of producing correct alert rankings.
Let r be the expected ranking of an alert. We define o and 3 as follows:

I(1—d) [ r |2

di—-np\V1=rV 1

B (1-d) [1-=r [2~

B = 1+dﬂ—0 —\/ 71 (5.16)

1+

For a fixed difficulty level, the above model has the property of assigning higher
probabilities of producing correct rankings to peers with higher levels of expertise. A
peer with expertise level [ has a lower probability of producing correct rankings for
alerts of higher difficulty (d > [). [ =1 or d = 0 represent the extreme cases where
the peer can always accurately rank the alert. This is reflected in the Beta distribution
by o, B — . Figure 5.2 shows the feedback probability distribution for peers with
different expertise levels, where we fix the expected risk level to 0.6 and the difficulty
level of test messages to 0.5.
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Figure 5.2: Decision density function for expertise levels.

5.6.3 Deception Models

A dishonest peer may adopt one of four deception models: complementary, exagger-
ate positive, exaggerate negative, or maximal harm. The first three deception models
are described in [150], where an adversary may choose to send feedback about the
risk level of an alert that is respectively opposite to, higher, or lower than the true
risk level. In a maximal harm model, an adversary always chooses to report false
feedback with the intention to bring the most negative impact to the request sender.
Figure 5.3 shows the feedback curve for the different deception strategies. For in-
stance, when a deceptive peer using the maximal harm strategy receives a ranking
request and detects that the risk level of the request is “medium,” it sends feedback
“no risk” because this feedback can maximally deviate the aggregated result at the
sender side.

5.6.4 Trust Values and Confidence Levels for Honest Peers

We first evaluate the effectiveness of the collaboration and the importance of our trust
management. In this experiment, all peers are honest. We simulate the scenario where
each peer u has a fixed size N* of its acquaintance list. The peers are divided into
three equally sized groups of low, medium, and high expertise levels, respectively.
The first phase of the simulation is a learning period (50 days), during which peers
learn about each other’s expertise levels by sending out test messages. Figure 5.4
shows the resulting average trust values of the 30 acquaintances of peer u. The trust



64 W Intrusion Detection Networks: A Key to Collaborative Security

High
S Med
©
0
©
()
L Low

No _ ¥——--—--—--= X" PR w4

Exaggerate Negative
1 | | |

No risk Low risk Med risk High risk
Known Risk Level

Figure 5.3: Feedback curves for different deception strategies.

values converge after 30 days of simulation and the actual expertise levels of the
peers are able to be effectively identified by our trust model.

To study the impact of different test message rates on the confidence level of
trust estimation (Equation (5.12)), we conduct a second experiment to let u# use a
fixed test message rate in every simulation round. The rate of sending test messages
starts with one message per day and increases by five for every simulation round. We
plot the confidence level of trust evaluation for each test message rate in Figure 5.5.
We can observe that the confidence level increases with the increase of the test mes-
sage rate. This confirms our argument that sending more test messages improves the
confidence of trust estimation. We also observe that the confidence levels increase
with the expertise levels. This is because peers with higher expertise levels tend to
perform more consistently.

5.6.5 Trust Values for Dishonest Peers

The purpose of this experiment is to study the impact of dishonest peers using the
four different deception strategies described in Section 5.6.3. To study the maximum
impact of these deception strategies, we only use peers with a high expertise level as
deceptive adversaries because they are more likely to know the true answers and can
perform the deception strategies more accurately.

In this experiment we let peer u have an acquaintance list of 40 dishonest peers
divided into four groups. Each group uses one of the four deception models: com-
plementary, exaggerate positive, exaggerate negative, and maximal harm. We use a
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Figure 5.6: Trust values of deceptive peers with different deception strategies.

dynamic test message rate and observe the convergence curve of the average trust
value for each group of deceptive peers. Results are plotted in Figure 5.6.

We notice that the trust values of all adversary peers converge to stable values
after 30 days of the learning phase. It is not surprising that adversary peers using
the maximal harm strategy have the lowest trust values, while adversary peers us-
ing the complementary strategy have the second lowest ones. The converged trust
values of adversary peers using exaggerate positives are higher than those using ex-
aggerate negatives. This is because we use an asymmetric penalization mechanism
for inaccurate replies (c; > 1 in Equation (5.1)). We penalize more heavily peers that
untruthfully report lower risks than those that untruthfully report higher risks.

5.6.6 Robustness of Our Trust Model

The goal of this experiment is to study the robustness of our trust model against var-
ious insider attacks. For the newcomer attack, malicious peers whitewash their bad
history and re-register as new users to the system. If the trust value of a newcomer
can increase quickly based on its short-term good behavior, the system is then vul-
nerable to newcomer attacks. However, a newcomer attack is difficult to succeed in
our model. In our model, we use parameter co in Equation (5.6) to control the trust
value increasing rate. When cy is larger, it takes longer for a newcomer to gain a trust
value above the trust threshold.

We compare our Dirichlet-based model with our previous model [72] and the
model of Duma et al. [59] in Figure 5.7. We observe that in the Duma et al. model, the
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Figure 5.7: Trust values of newcomers under different trust models.

trust values of new users increase very fast and reach the aggregation trust threshold
(0.8) on the first day, which reveals a high vulnerability to newcomer attacks. The
reason for this is that their model does not have an initial trust to new peers and
therefore their trust values change fast in the beginning. In the model we developed
in [72], the trust values increase in a slower manner and reach the trust threshold
after 3 days. However, that model is not flexible in that it does not offer control
over the trust increase speed. In the Dirichlet-based model, the trust increase speed
is controlled by the priori constant cg. For c¢g = 10, it takes a newcomer 4 to 5 days
of consistent good behavior to reach the same trust value. Larger values of ¢y make it
even slower to reach high trust, hence offering robustness against newcomer attacks.
The second possible threat is the betrayal attack, where a malicious peer first
gains a high trust value and then suddenly starts to act dishonestly. This scenario can
happen, for example, when a peer is compromised. To demonstrate the robustness of
our model against this attack type, we set up a scenario where u has seven peers in
its acquaintance list, of which six are honest with an expertise level evenly divided
between low, medium, and high. The malicious one has high expertise and behaves
honestly in the first 50 days. After that, it launches a betrayal attack by adopting a
maximal harm deceptive strategy. We observe the trust value of the betraying peer
and the satisfaction levels of aggregated feedback in each day with respect to u.
Figure 5.8 shows the trust value of the betraying peer before and after the launch-
ing of the betrayal attack when respectively using Duma et al., our previous, and our
current trust models. For the Duma et al. model, the trust value of the malicious peer
slowly drops after the betrayal attack. This is because their model does not use a for-
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Figure 5.8: Trust of malicious peers under betrayal attack.

getting factor, hence providing the previous honest behavior of a malicious peer with
a heavy impact on the trust calculation for a considerable amount of time. The trust
value of the betraying peer drops much faster using our previous model, while the
fastest rate is observed when using our Dirichlet-based model. This is because both
models use a forgetting factor to pay more attention to the more recent behavior of
peers.

We also notice that the Dirichlet-based model has a slight improvement over our
previous model. The Dirichlet-based model adopts the dynamic test message rate and
can react more swiftly. The rate of sending messages to malicious peers increases as
soon as they start behaving dishonestly. Higher rates of test messages help in faster
detection of dishonest behavior. However, in our previous model, the test message
rate remains the same. This phenomenon can be further observed in Figure 5.10.

The results for the satisfaction levels of aggregated feedback with respect to u
before and after the betrayal attack are shown in Figure 5.9. We notice that the satis-
faction level of u for the aggregated feedback drops down drastically on the first day
following the learning period and recovers after that in all three models. The recov-
ery period is however much shorter for the Dirichlet-based and our previous models.
This is again attributed to the use of the forgetting factor. The Dirichlet-based model
has a slight improvement in the recovering speed over our previous model. This is
because in the Dirichlet-based model, the trust values of betraying peers drop under
the aggregation threshold faster than our previous model. Therefore, the impact of
betraying peers is eliminated earlier than that in the previous model.
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5.6.7 Scalability of Our Trust Model

The result of test message rates under betrayal attack is shown in Figure 5.10. We
notice that in our Dirichlet-based model, the average test message rates for highly
trustworthy as well as highly untrustworthy peers are the lowest. The average test
message sending rate to peers with the medium expertise level is higher but still
below the medium rate (R,,). Compared to our previous model, the average mes-
sage sending rate is much lower, which demonstrates the improved scalability of our
Dirichlet-based model. Note that the spike from the betraying group on around day
50 is caused by the drastic increment of the test message rate. The sudden change
of a highly trusted peer behavior will cause the trust confidence level to drop down
quickly. The rate of sending messages to this peer then switches to Rj, accordingly.

5.6.8 Efficiency of Our Trust Model

To demonstrate the efficiency of our Dirichlet-based trust model, we conduct another
experiment to evaluate the intrusion detection accuracy. In this experiment, we let
peer u have 15 acquaintances, which are evenly divided into low, medium, and high
expertise groups. Among the expert peers, some are malicious and launch inconsis-
tency attacks synchronously to degrade the efficiency of the IDN. More specifically,
in each round of behavior changing, these malicious peers adopt the maximal harm
deception strategy for 2 days, followed by 6 days of honest behavior.

In Figure 5.11 we vary the percentages of malicious peers from 0% to 80%. We
inject daily intrusions to peer u# with medium difficulty (0.5) and random risk levels.
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Figure 5.12: Intrusion detection success rate under inconsistency attack.

We then plot the average satisfaction level for the aggregated feedback. We observe
that our Dirichlet-based model outperforms the others. This is because the dynamic
test message rate in Dirichlet-based model causes the trust of malicious peers to drop
faster and increase more slowly, hence minimizing the impact of dishonest behavior.
Among the three models, Duma et al. has the least satisfaction level because of its
slow response to sudden changes in peer behavior and its aggregation of all feedback
from even untrustworthy peers.

Figure 5.12 shows the success rate of peer u in detecting intrusions. We notice
that both our previous model and the Duma et al. model cannot effectively detect in-
trusions when the majority of peers are malicious. Our Dirichlet-based model shows
excellent efficiency in intrusion detection even in the situation of a dishonest major-

1ty.

5.7 Conclusions and Future Work

In this chapter we described a trust management model for evaluating trustworthi-
ness of intrusion detection systems in a collaborative intrusion detection network.
The trust management uses Dirichlet density functions as its foundation, and is ac-
cordingly able to measure the uncertainty in estimating the likely future behavior of
IDSs. The measured uncertainty allows the trust management to employ an adap-
tive message exchange rate, resulting in good scalability. Equipped with a forgetting
factor, it is also robust against some common threats. The effectiveness, robustness,
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and scalability of our trust management have been further validated through exper-
iments carried out in a simulated collaborative intrusion detection network. IDSs in
the conducted experiments have different levels of expertise in detecting intrusions
and adopt different deception strategies. The results show that the trust management
is more effective compared to existing trust models. This is an important step forward
because effective trust management is essential for the deployment of a secure IDN.

One possible direction for future work here is to incorporate a reputation model in
our trust management. This will require addressing the important issues of inaccurate
reputation information, scalability, and collusion attacks.
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6.1 Introduction

In the previous chapter we discussed the design of a robust, scalable, and efficient
trust management for an IDN. An important function of trust evaluation is to find the
expertise level of participant IDSs in order to improve the accuracy of collaborative
intrusion detection. In this chapter we focus on the design of efficient and trustworthy
collaborative intrusion decision, also referred to as feedback aggregation. Efficient
and trustworthy feedback aggregation is a critical component in the design of IDNs
because it has direct impact on the intrusion detection accuracy. In the IDN, each IDS
evaluates its peer collaborators based on their false positive and false negative rates,
which can be estimated from historical data and test messages. Accordingly assess-
ments received from an incompetent or malicious insider will have less weight in the
final decisions. This decision model is based on data analysis and hypothesis testing
methods. Specifically, we design optimal decision rules that minimize Bayesian risks
of IDSs in the network. In addition, for real-time applications, an IDS only needs to
consult a subset of its acquaintances until desired levels of performance, such as
probabilities of detection and false alarm, are achieved. In other words, this decision
model provides a data-driven efficiently distributed sequential algorithm for IDSs to
make decisions based on feedback from a subset of their collaborators. The goal is to
reduce communication overhead and the computational resources needed to achieve
a satisfactory feedback aggregation result when the number of acquaintances of an
IDS is large.

In the model, we consider four possible outcomes of a decision: false positive
(FP), false negative (FN), true positive (TP), and true negative (TN). Each outcome
is associated with a cost. A sequential hypothesis testing-based collaborative deci-
sion model is used to improve the cost efficiency. Communication overhead is also
improved because the IDS aggregates feedback until a predefined FP and TP goal is
reached. An analytical model is used to estimate the number of acquaintances needed
for an IDS to reach its predefined intrusion detection goal. Such a result is crucial to
the design of an IDS acquaintance list in our IDN.

The highlight of this chapter can be summarized as follows: (1) a Beta distri-
bution is used to model the false positive rate and true positive rate of each IDS;
(2) a Bayesian approach to devise a decentralized feedback optimal-cost aggrega-
tion mechanism for each peer in the IDN; and (3) a sequential hypothesis model for
each IDS to find the minimal number of collaborators to consult before a confident
decision is made.

The remainder of this chapter is organized as follows. In Section 9.2 we survey
some existing collaborative decision techniques for IDNs. The decision problem is
formulated in Section 6.3, where we use hypothesis testing to minimize the cost of
decisions, and sequential hypothesis testing to form consultation termination policy
for predefined goals is described in Section 6.4. In Section 10.5 we use simulations
to evaluate the effectiveness of the decision model and validate the analytical model.
Section 6.6 concludes the chapter and identifies directions for future research.
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6.2 Background

Recent studies on IDNs [72, 74, 77] have proposed the use of trust models to iden-
tify dishonest peers. Intrusion assessments from nodes with different trust values
are assigned with different weights to improve intrusion detection accuracy. AB-
DIAS [77] is a community-based IDN where IDSs are organized into groups and
exchange intrusion information in order to gain better intrusion detection accuracy.
A simple majority-based voting system is used to detect compromised nodes. How-
ever, this voting-based system is vulnerable to colluded voting. Another solution to
detect compromised nodes is a trust management system where peers build trust with
each other based on personal experience. Existing trust management models for IDN
include the linear model [59, 72] and the Bayesian model [69, 74]. However, all these
works used heuristic approaches to aggregate consultation results from other collab-
orators. In this chapter we present a Bayesian aggregation model that aims at finding
optimal decisions based on collected information.

Bayesian approaches have been used in distributed detection in the past. Exist-
ing works, including [135] and [112], use Bayesian hypothesis testing methods to
aggregate at a central data fusion center feedback from sensors distributed in a lo-
cal area network. However, these methods require all participants to engage in every
detection case, whereas in our context, IDSs may not be involved in all intrusion de-
tections and the collected responses may come from different groups of IDSs each
time.

The trustworthiness of IDNs has been ensured at various levels of the system ar-
chitecture. In [162] and [163], a communication protocol with the property of recip-
rocal incentive compatibility has been used to provide IDS nodes incentives to send
feedback to their peers, and hence to prevent malicious free-riders, denial-of-service
attacks, and dishonest insiders. However, this approach only ensures the reliability
and trustworthiness at the communication overlay of the IDN, and does not directly
deal with the content of the feedback. In [161] and [68], a knowledge-sharing mech-
anism has been proposed to allow expert nodes to disseminate knowledge within the
IDN to prevent zero-day attacks. The communication protocols in [161] are imple-
mented at the higher application layers of the collaborative network.

6.3 Collaborative Decision Model

Consider a set of N nodes, .4 :={1,2,--- N}, connected in a network, that can be
represented by a graph & = (A4, &). The set & contains the undirected links between
nodes, indicating the acquaintances of IDSs in the network. An IDS node i € .4 has
a set of n; acquaintances, denoted by 4; C .47, with n; = |4;|. When node i observes
suspicious activities and does not have enough experience to make an accurate eval-
uation of potential intrusions, it can send out its observed intrusion information to its
acquaintances to ask for diagnosis. The feedback from its acquaintances can be used
to make a final decision. The input to the IDS is the past history of each acquaintance
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Table 6.1: Summary of Notations

Symbol Meaning

N Set of IDSs in the collaborative network

N Set of acquaintances of IDS i,i € A4~

n; Number of acquaintances of IDS i,i € A"

Y}, Reported decisions from IDS j to IDS i,i € A", j € N}

Y! Vector of complete feedback from IDS i’s acquaintances

Hy Hypothesis that there is no intrusion

H Hypothesis that there is an intrusion

r; Fk The diagnosis result at time k from acquaintance j to IDS i
' given that there is no intrusion

r’] Dk The diagnosis result at time k from acquaintance j to IDS j
N given that there is an intrusion

m, 7! Prior probability of no-attack and under-attack

T Probability threshold for final decision

L Likelihood ratio for IDS i’s decision

L Likelihood ratio for IDS i’s sequential decision at stage n

R Bayesian risk of IDS i

5! Aggregation decision rule of IDS i

o' Stopping decision rule of IDS i

Dkr(p1||p2) Kullback-Leibler divergence between distributions p; and p;
iO’ 61 Cost of making false positive and false negative decisions for IDS i

Coo-Chy Cost of making correct decisions for IDS i

regarding their detection accuracy, as well as their current feedbacks. The output is a
decision on whether or not to raise an alarm.

LetY ; ,J € A, be arandom variable denoting the decision of peer IDS j, j € A7,
on its acquaintance list .#; of node i. The random variable Y ]’ takes binary values in
% :={0,1} for all j € 4,i € .4 In the intrusion detection setting, ¥ J’ = 0 means
that IDS j decides and reports to IDS i that there is no intrusion, while ¥? = 1 means
that IDS j raises an alarm of possible detection of intrusion to IDS i. Each IDS
makes its decision based upon its own experience of the previous attacks and its own
sophistication of detection. We let pi- as the probability mass function defined on %
such that p;-(Y J’ =0) and p;-(Y ]’ = 1) denotes the probability of reporting no intrusion
and the probability of reporting intrusion from IDS j to IDS i, respectively.

We let Yi := [YJ’ |jes; € Z" be an observation vector of IDS i that contains feed-
backs from its peers in the acquaintance list. Each IDS has two hypotheses Hy and
H;. Hy hypothesizes that no intrusion is detected, whereas H; forwards a hypothesis
that intrusion is detected and alarm needs to be raised. Note that we intentionally
drop the superscript i on Hy and H; because we assume that each IDS attempts
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to make the same type of decisions. Denote by né,n{ the apriori probabilities on
each hypothesis such that 7) = P[Hp), 7} = P[H] and @) + 7, = 1, forall i € 4.
Let p' be the probability measure on %", for all i € 4. The conditional probabil-
ities p/(Y' = y'|H;),l = 0, 1, denotes the probabilities of a complete feedback being
y' € @M given the hypothesis Hy, Hi, respectively. Assuming that peers make deci-
sions independently (this is reasonable if acquaintances are appropriately selected),
we can rewrite the conditional probability as

p(Y =y'H) = [ pi(v]=vyjlH), i€ A, 1=0,1 ©6.1)
JEN

Our goal is to decide whether the system should raise an alarm to the system
administrator based on the current received feedbacks. We need to point out that the
decision model does not exclude the local diagnosis of the IDS itself. If an IDS is
capable of making its own diagnosis, this one is aggregated with the feedbacks from
its peers in the acquaintances. Table 10.1 summarizes the notations we use in this
section.

In the following subsections we first model the past behavior of acquaintances
and then model the decision problem using Bayesian risk function.

6.3.1 Modeling of Acquaintances

The conditional probabilities p;(Y|H;),i € A, j € A1 € {0,1}, are often unknown
to IDS nodes and they need to be learned from previous data. In this section we
use the Beta distribution and its Gaussian approximation to find these probabilities.
We let pj y = pi(Yi = 0|H,) be the probability of miss of an IDS j’s diagnosis to
node i’s request, also known as the false negative (FN) rate; and let p'; o := p /(Yl =
1|Hp) be the probability of false alarm or false positive (FP) rate. The probability of
detection, or true positive (TP) rate, can be expressed as p"; ip=1- P M-

Each IDS in the network maintains a history of data containing the diagnosis
data from past consultations. The accuracy of peer diagnosis will be revealed after
an intrusion happens. As mentioned in Section 4.2, test messages can also be used to
assess the effectiveness of IDSs even though no intrusion history has been collected.
IDS i can use these collected data from its peers to assess the distributions over its
peer IDS j’s probablhtles of detection and false alarm using Beta functions, denoted
by p' p and p; p, respectively. The total reported diagnosis data from peer IDS j, j €
i, to IDS i is denoted by the set ///j’ and they are classified into two groups: one is
where the result is either false positive or true negative under no intrusion, denoted
by the set .# ’0, and the other is where the result is either false negative or true

positive under intrusion, denoted by the set j/j . Both sets are disjoint satisfying
i i i i i

MigU M} =AM} and A, m//{j71 =0
We let the random variables p; » and p; , take the form of Beta distributions as



78 W Intrusion Detection Networks: A Key to Collaborative Security

follows:
i ioyi B L@ ptBir) (i
P~ Bew(xj|atr, Bl ) = gty () (=P 62)
i I'(a; : +ﬁ. ) i iNBi—
Pho~ Betallad i) = a8 B () 1yt 63

where I'(+) is the Gamma function; xi.,yj [0,1]; &; F,OC;}D and ﬁj’F,BJ’F are Beta
function parameters that are updated according to historical data as follows.

ohp =Y, (&), Bir=Ye %;_O(A;)'jm — 7 s (6.4)
ket///}_yo
a;‘,D = Z (lb)tj‘kri',z),kv B,D = Zkex/[’ (A )’k(l _rJDk) (6.5)
ke
Ji.1

The introduction of the discount factors Ak, 2}, € [0,1] above allows more
weights on recent data from IDSs while less on the old ones. The discount factors
on the data can be different for false negative and false positive rates. The parame-
ter t; « denotes the time when k-th diagnosis data generated by IDS j, j € .4, to its
peer IDS i. The parameter r; Fio r; Mk € {0,1} are the revealed results of the k-th
diagnosis data: rj Fr =1 suggests that the k-th diagnosis data from peer j yields an
undetected intrusion while S Fk = = 0 means otherwise; 51m1larly, Dk = = 1 indicates
the data from the peer j results in a correct detection under 1ntrus10n, and ~ Dk = =0
means otherwise.

The parameters o} ., B} -, &} 1, B} , in the distribution above also provide an em-
pirical assessment of the trustworthiness of each peer of IDS i. They can be also seen
as the trust values of the collaborators. A peer who is either malicious or incompe-
tent will result in low values of o’ ; p and higher values al ; p- To make the parametric
updates scalable to data storage and memory, we can use the following recursive
formulae to update these parameters as follows:

. - . .
o = AN erad e k> (6.6)

,’f,e,k = ()T BE g k21, 6.7)

where e € {F,D}; a / Dk B /l p k> are parameter values up to the k-th data point in their
corresponding data set and .#] ;5 o} 1.1, B} ., are parameter values up to the k-th
data point in their corresponding data set ///;‘0- We can see that when A/ = 0, the
system becomes memoryless; and when A! = 1, all past experiences are taken into
account on an equal basis. The online iterative calculations also provide a method to
assess the trust values with real-time data.

When parameters of the Beta functions & and  in Equation (6.2) are sufficiently
large, that is, enough data are collected, the Beta distribution can be approximated
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by a Gaussian distribution as follows:

N o af
Beta(a,ﬁ)~G<a+ﬁ,\/(a+ﬁ)2(a+ﬁ+l)>, (6.8)

where the arguments of G(-, ) are the mean value and the standard deviation, respec-
tively. Note that we have dropped the superscripts and subscripts in Equation (6.8)
for generality as it can be applied to all i and j in Equation (6.2). Hence, using the
Gaussian approximation and Equation (6.4), the expected values for p’j p and p’j M
are given by

(6.9)

The mean values in Equation (6.9) under large data can be intuitively interpreted
as the proportion of results of false alarm and detection in the set .#" ; and /// 1
respectively. They can thus be used in Equation (6.1) as the assessment of the CODdl-
tional probabilities.

6.3.2 Collaborative Decision

The collaborative decision problem of IDS i can be seen as a hypothesis testing
problem in which one finds a decision function 6'(Y') : #" — {0,1} to minimize
the Bayes risk of IDS i

R'(8") = Ri(8'|Ho)m) + R} (8'|Hy ) 7], (6.10)

where R'(8|Hp) is the cost of false alarm and R'(8|H) is the cost of missed de-
tection. An optimal decision function partitions the observation space %" into two
disjoint sets %' and %', where % = {y': 6'(y') =0} and Z{ = {y': 6'(y') = 1}.

To find an optimal decision function according to some criterion, we introduce
the cost function C}l,,l ,I' = 0,1, which represents IDS #’s cost of deciding that H;
is true when Hy holds. More specifically, Cj), is the cost associated with a missed
intrusion or attack, and Cj, refers to the cost of false alarm, while Cj,,C}, are the
incurred costs when the decision meets the true situation. Let

RG(8'|Hy) = Ciop'[8' = 1|Ho]+Chop'[8" = O|Ho], (6.11)
R|(8'Hy) = Cyp'[6" =0[H]+Cyyp'[0" = 1|H;]. (6.12)

It can be shown that decision functions can be picked as a function of the likelihood

ratio given by Li(y') = g}f; (see [112, 135]).

A threshold Bayesmn decision rule is expressed in terms of the likelihood ratio

and is given by o ‘
P 1 ifLll(y')>17
%@ﬁ{o Hygggﬁ, (6.13)
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where the threshold 7 is defined by

. (Cly—Cly)T
T = M (6.14)
(Cor —Cr)m
If the costs are symmetric and the two hypothesis are equal likely, then the rule
in Equation (6.13) reduces to the maximum likelihood (ML) decision rule

{ 1 if p'(y|Hy) > p'(y'|Ho) (6.15)
0 if p'(y'|Hi) < p'(y'|Ho)"

Assume that CéO,C’il = 0. Using the results in Section 6.3.1, we can obtain the
following decision rule for each IDS. The application of the optimal decision rules is
summarized in Algorithm 6.1.

S (y) =

Proposition 6.3.1 Let T/ := = CJ_OC,- and assume that historical data is relatively
10 01
large. The optimal decision rule of IDS i,i € N | is

1 (Alarm) if P> 7
5= (6.16)

0 (No alarm) otherwise,

where P can be obtained by Gaussian approximation as follows:
1

16 n 0‘;‘1)4’[3}‘1) % e ﬁ;i lfy’il

L | el L 0 B

=t e 4By’ Bip

P~

The corresponding Bayes risk for the optimal decision is
- [G=P) P =T,
R'(8") = (6.17)
Ci, P otherwise.

Proof 6.1 The result follows directly from the applications of likelihood ratio test
and the Gaussian approximations of Beta distributions under the assumption of large
data sets.

6.4 Sequential Hypothesis Testing

The optimal decision rule in Section 6.3 requires each IDS to send requests to all the
acquaintances. As the number of collaborators increases, it creates a lot of communi-
cation overhead and consumes a large amount of computational power to implement
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Algorithm 6.1 Optimal Decision Rule for an IDS i

Step 1: Send out requests to all acquaintances of IDS i and collect their feedback
results.

Step 2: Use Equation (6.16) to decide whether or not an intrusion occurs, and take
corresponding actions.

Step 3: Update the data sets ///;70, ///;,1’ with the diagnosis results of each peer
J,J € A when the fact has been revealed a posteriori.

Step 4: Calculate Beta function parameters Ocj-} P (X}D and ,Bj’:ﬁ [31’ F using iterative
schemes (6.6) and (6.7).

Step 5: Go to Step 1 when new decisions needs to be made or the trustworthiness of
new acquaintances needs to be evaluated using test messages.

Algorithm 6.1. Instead, it is desirable that IDSs can choose a sufficient number of
acquaintances to guarantee a certain level of confidence in the final feedback aggre-
gation. In this section we use sequential hypothesis testing to make decisions with
a minimum number of feedbacks from peer IDSs [93, 142]. An IDS asks for feed-
back from its acquaintances until a sufficient number of answers are collected. Let
Q' denote all possible collections of feedback from the acquaintance list of IDS i and
o' € Q' denotes a particular collection of feedback. Let N'(®) be a random variable
denoting the number of feedbacks used until a decision is made. A sequential deci-
sion rule is formed by a pair (¢,5), where ¢' = {¢ n € N} is a stopping rule and
8" = {38! ,n € N} is the terminal decision rule. Introduce a stopping rule with n feed-
back, 9} : %) :=Tlje.s:, % — {0,1}, where 4], is the set of nodes an IDS i asks
up to time n. ¢ = 0 indicates that IDS i needs to take more samples after n rounds
whereas ¢ = 1 means to stop asking for feedback and a decision can be made by the
rule &/. The minimum number of feedbacks is given by

Ni(0') =min{n: ¢! = 1,n € N}. (6.18)

Note that N( ') is the stopping time of the decision rule. The decision rule &' is not
used until N. We assume that no cost has been incurred when a correct decision is
made, while the cost of a missed intrusion is denoted by C61 and the cost of a false
alarm is denoted by C}. In addition, we assume each feedback incurs a cost D'. We
introduce an optimal sequential rule that minimizes Bayes risk given by

R'(¢',8") =R(¢',8'|Ho)m)+ R(¢',8'|H) )7l (6.19)

where R(¢',8'|H;), 1 =0, 1, are the Bayes risks under hypotheses Hy and Hj, respec-
tively:

R'(¢',8'|Ho) = Ciop'[8n (Y], j € Aiw) = 1|Ho] + D'E[N|Ho),
R'(¢",8'|H1) = Ciy p'[Sn (Y}, j € i) = O|H1] + D'E[N|H,].



82 W Intrusion Detection Networks: A Key to Collaborative Security

Let Vi(my) = ming 5 R'(¢, 8') be the optimal value function. It is clear that when
no feedback is obtained from the peers, the Bayes risks reduce to

Ri(¢y=1,8=1) = Ciom), (6.20)
R(9)=1,8=0) = Cymi. (6.21)

Hence, H is chosen when Cj,m) < Cj 7! or ) < and Ho is chosen other-

C’O+C(’)1 ’
wise. The minimum Bayes risk under no feedback is thus obtained as a function of
7, and is denoted by

o i i : Gy
ri(m) =4 G0 RS g (6.22)
Co (1 —m) otherwise.

The minimum cost function (6.22) is a piecewise linear function. For ¢’ such that
¢y = 0, that _is, at least one feedback 'is thained, let the minimum Bayes risk be
denoted by J' (1) = min{<¢i’5i):¢6:0} R'(¢",8"). Hence, the optimal Bayes risk needs
to satisfy o S

Vi(my) = min{T" (), J" () }- (6.23)

Note that J i(rcé) must be greater than the cost of one sample D' as a sample request
incurs D' and J'(m) is concave in 7 as a consequence of minimizing the linear
Bayes risk (6.19). If the cost D' is high enough so that J'(my) > T*(m) for all ,
then no feedback will be requested. In this case, Vi(7) = T'(n), and the terminal
rule is described in Equation (6.22). For other values of D' > 0, due to the piecewise
linearity of 7'(7}) and concavity of Ji(7}), we can see that J'(7}) and T*(}) have
two intersection points 7r; and 77:H such that 717[" < 7171_1 It can be shown that for some
reasonably low cost D' and 7y such that 77 < 1y < mi;, an IDS optimizes its risk
by requesting another feedback; otherwise, an IDS should choose to raise an alarm
when 7, < 7} and report no intrusion when ) < 7.

Assuming that it takes the same cost D' for IDS i to acquire a feedback, the
problem has the same form after obtaining a feedback from a peer. IDS i can use the
feedback to update its a priori probability. After n feedbacks are obtained, 7176 can be
updated as follows:

i o )
7 (n) A+ (-, (6.24)

'(Y}\H 1)
n p(¥jlHo) *
tured by Algorithm 1 below known as the sequential probability ratio test (SPRT)
for a reasonable cost D'. The SPRT Algorithm 6.2 can be used to replace Step 2 in
Algorithm 6.1. It is important to note that the choice between Algorithm 6.2 and Al-
gorithm 6.1 depends on the number of acquaintances of an IDS and its computational
and memory resources. For smaller scale IDS networks or new members of the IDN,

Algorithm 6.2 is more desirable because it allows IDSs to collect more data and learn

where L} := =Iljes

We can thus obtain the optimum Bayesian rule cap-



Collaborative Decision B 83

the level of expertise and trustworthiness of their peers. However, Algorithm 6.2 be-
comes more efficient when an IDS has a large number of collaborators and limited
resources.

Algorithm 6.2 SPRT Rule for an IDS i

Step 1: Start with n = 0. Use Equation (6.25) as a stopping rule until ¢} = 1 for some
n>0.

‘ 0 ifml <mi(n)<nl
— L 0 H >
= { 1 otherwise. (6.25)

or in terms of the likelihood ratio L!

", WE can use

)

o — 0 ifAl<Li<B
n 1 otherwise

where A’ = (1 -7y) andB’—”O(1 nL).
(1— n’)n’ (1— ﬂ.")ﬂi

Step 2: Go to Step 3 if ¢/ = 1 or n = |.4;|; otherwise, choose a new peer from the
acquaintance list to request a diagnosis and go to Step 2 withn =n+1.
Step 3: Apply the terminal decision rule as follows to determine whether or not
there is an intrusion. ' _

i1 1fﬂ0()<7rL ;1 ifL, <A
%=1 0 if 7(n) > %=\ 0 ifLl>B

6.4.1 Threshold Approximation

In the likelihood sequential ratio test of Algorithm 6.2, the threshold values A and B
need to be calculated by finding 7} and 7}, from J*(7}) and T'(7,) in Equation (6.23).
The search for these values can be quite involved using dynamic programming. How-
ever, in this subsection we introduce an approximation method to find the thresholds.
The approximation is based on theoretical studies made in [142] and [93], where a
random walk or martingale model is used to yield a relation between thresholds and
false positive and false negative rates. Let P}, PL. be the probability of detection and
the probability of false alarm of an IDS i after applying the sequential hypothesis
testing for feedback aggregation. We need to point out that these probabilities are
different from the probabilities pD, Py discussed in the previous subsection, which
are the raw detection probabilities without feedback in the collaborative network. Let
P}, and P} be reasonable desired performance bounds such that PL<PL PL>Pi.

Then, the thresholds can be chosen such that A’ = 1 f,? , B = i?.

The next proposition gives a result on the bound of the users that need to be on
the acquaintance list to achieve the desired performances.




84 W Intrusion Detection Networks: A Key to Collaborative Security

Proposition 6.4.1 Assume that each IDS makes independent diagnosis on its peers’
requests and each has the same distribution pyy = po := p(:|Ho),p} = p1 = p(-|H),
Po(yi=0)=06,p1(yi=0)= 06y, forallie N

Let Dk1,(po||p1) be the Kullback-Leibler (KL) divergence defined as follows.

Dr(polls) = Y ol 2® (6.26)
KL\ PO 1 - Po - .
k=0 p1(k)
69 1—6p
= In— 1— In—— 2
Boln )+ (1 - 6)ln — 2. 627)

and likewise introduce the K-L divergence Dkr.(p1||po). Then, on average, an IDS
needs N; acquaintances such that

D D;
NiZmaX([ M__ W[ £ __ D (6.28)
Dir(pol|p1) || Drr(p1]|Po)
_pi . . 1_pi . pi
where Dy = Ppln( ) +Ppln (1= P?) and Dy = Piin (132 ) + Phin (1) 1f
—F F
P]E < 1and PI{,, < 1, we need approximately N; acquaitances such that
Ph—1 P
Ni>max<{ D____ W{— L D (6.29)
D1 (pol|P1) Dk (p1|Po)

Proof 6.2 The conditional expected number of feedback needed to reach a decision
on the hypothesis in SPRT can be expressed in terms of Pr and Pp, [93], [142].

E[N|Hy) = W [PFln( )+Pl 1n(i_;é)} 7
EINIH] = pohri [Pon (12 f;?)+P,31n(%)]

Hence, to reach a decision we need to have at least max{E[N|Ho], E[N|H;]} inde-
pendent acquaintances. Under the assumption that both Pr and P;; are much less than
1, we can further approximate

EIN|Ho ~ — D g Fr
o]~ 77— 7= I T
Dgr(pollp1) : Dgr(p1]|po)

These lead us to inequalities (6.28) and (6.29).

6.5 Performance Evaluation

In this section we use a simulation approach to evaluate the efficiency of the collab-
orative decision scheme and compare it with other heuristic approaches, such as the
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Table 6.2: Simulation Parameters

Parameter Value Meaning

TsA 0.5 Decision threshold of the simple average model
Twa 0.5  Decision threshold of the weighted average model
n 10 Number of IDSs in the network
d 0.5 Difficulty levels of intrusions and test messages
A 0.9  Forgetting factor
o, Ty 0.5  Probability of no-attack and under-attack
Coo,C11 0 Cost of correct decisions

simple average aggregation and the weighted average aggregation (to be explained
in more detail in this section).

We conduct a set of experiments to evaluate the average cost of the collabora-
tive detection using the collaborative decision model in comparison with the simple
average and the weighted average models. We validate and confirm our theoretical
results on the number of acquaintances needed for consultation. Each experimental
result presented in this section is derived from the average of a large number of repli-
cations with an overall negligible confidence interval. The parameters we use are
shown in Table 6.2.

6.5.1 Simulation Setting

The simulation environment uses an IDN of n peers. Each IDS is represented by two
parameters: expertise level / and decision threshold 7,. Expertise level / represents
the ability of the IDS to catch suspicious traces from a given observation, and 7,
represents the sensitivity of the IDS (to be elaborated more in Section 6.5.2). At
the beginning, each peer receives an initial acquaintance list containing all the other
neighbor nodes. In the process of the collaborative intrusion detection, a node sends
out intrusion information to its acquaintances to request an intrusion assessment. The
feedbacks collected from others are used to make a final decision, that is, whether or
not to raise an alarm. Different collaborative decision schemes can be used to make
such decisions. We implement three different feedback mechanisms, namely simple
average aggregation, weighted average aggregation, and our aggregation model. We
compare their efficiency by the average cost of false decisions.

6.5.1.1 Simple Average Model

If the average of all feedbacks is larger than a threshold, then raise an alarm.
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1 (Alarm) i Tl > g0
g4 — (6.30)

0 (No alarm) otherwise,

where g, is the decision threshold for the simple average algorithm. It is set to be
0.5 if no cost is considered for making false decisions.

6.5.1.2 Weighted Average Model

Weights are assigned to feedbacks from different acquaintances to distinguish their
detection capability. For example, high-expertise IDSs are signed with larger weight
compared to low-expertise IDSs. In [59], [72], and [74], the weights are the trust
values of IDSs:

1 (Alarm)  if 72%1:‘1’;? > Tipa,
Owa = (6.31)

0 (No alarm) otherwise,

where wy is the weight of the feedback from acquaintance k, which is the trust
value of acquaintance k in [59], [72], and [74]. Twa is the decision threshold for
the weighted average algorithm. It is fixed at 0.5 because no cost is considered for
FP and FN. In this simulation, we adopt trust values from [74] to be the weights of
feedbacks.

6.5.1.3 Bayesian Decision Model

As described in section 6.3.2, our feedback aggregation models each IDS with two
parameters (FP and TP) instead of a single trust value. It also considers the costs of
false positive and false negative decisions. This decision model investigates the cost
of all possible decisions and chooses a decision that leads to a minimal expected cost.

6.5.2 Modeling of a Single IDS

To reflect the intrusion detection capability of each peer, we use a Beta distribution
to simulate the decision model of an IDS. A Beta density function is given by

) = P (- p)P

=i

R

f(pl

b

=i

1 _
B(@,p) = /Otﬁ‘—l(l—r)ﬁ—ldz, (6.32)
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where @ and 8 are defined as follows:

1-a)
o = 1+mﬂ

N )

B (=7 (6.33)

where j € [0, 1] is the assessment result from the IDS about the probability of in-
trusion, and f(p|a, B) is the distribution of assessment p from a peer with expertise
level [ to an intrusion with difficulty level d € [0, 1]. Higher values of d are associ-
ated with attacks that are difficult to detect, that is, many peers may fail to identify
them. Higher values of / imply a higher probability of producing correct intrusion
assessment. r € {0, 1} is the expected result of detection. r = 1 indicates that there is
an intrusion, and r = 0 indicates that there is no intrusion.

For a fixed difficulty level, the above model has the property of assigning higher
probabilities of producing correct rankings to peers with higher levels of expertise. A
peer with expertise level / has a lower probability of producing correct rankings for
alerts of higher difficulty (d > [). Il =1 or d = O represent the extreme cases where
the peer can always accurately rank the alert. This is reflected in the Beta distribution
by o, B — . Figure 6.1 shows the feedback probability distribution for peers with
different expertise levels, where we fix r = 1 and the difficulty level of test messages
at 0.5.

Tp is the decision threshold of p. If p > 7, a peer sends feedback 1 (i.e., under-
attack); otherwise, feedback O (i.e., no-attack) is generated. 7, indicates the sensitiv-
ity of an IDS detector, lower T value implies a more sensitive detector. That is, the

6 I
Expertise Level =0.2 ——
Expertise Level =0.5 ———
S Expertise Level =0.8 ———— )

Probability Density
w
I

rp=0.5
Intrusion Access Result

Figure 6.1: Expertise level and detection rate.
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Figure 6.2: FP and FN versus expertise level /.

IDS is more likely to raise alert when suspicious trace is noticed. For a fixed difficulty
level, the preceding model assigns higher probabilities of producing correct intrusion
diagnosis to peers with a higher level of expertise. A peer with expertise level [ has
a lower probability of producing correct intrusion diagnosis for intrusions of higher
detection difficulty (d > [). [ = 1 and d = O represent extreme cases where the peer
can always accurately detect the intrusion. This is reflected in the Beta distribution
by &, — oo.

Figure 6.2 shows that both the FP and FN decrease when the expertise level of an
IDS increases. We notice that the curves of FP and FN overlap. This is because the
IDS detection density distributions are symmetric under » = 0 and r = 1. Figure 6.3
shows that the FP decreases with the decision threshold while the FN increases with
the decision threshold. When the decision threshold is 0, all feedbacks are positive;
when the decision threshold is 1, all feedbacks are negative.

6.5.3 Detection Accuracy and Cost

One of the most important metrics to evaluate the efficiency of a decision model is
the average cost of incorrect decisions. We take into consideration the fact that the
costs of FP decisions and FN decisions are different. In the following subsections we
evaluate the cost efficiency of the aggregation algorithm compared with other models
under homogeneous and heterogeneous network settings. Then we study the relation
between decision cost and the consulted number of acquaintances.
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Figure 6.3: FP and FN versus threshold 7,,.

6.5.3.1 Cost under Homogeneous Environment

In this experiment we study the efficiency of the three aggregation models under
a homogeneous network setting, that is, all acquaintances have the same parame-
ters. We fix the expertise levels of all nodes at 0.5 (i.e., medium expertise) and set
Co1 = Cio = 1 for the fairness of comparison, because the simple average and the
weighted average models do not account for the cost difference between FP and FN.
We fix the decision threshold for each IDS (7,) to 0.1 for the first batch run and then
increase it by 0.1 in each following batch run until it reaches 1.0. We measure the av-
erage cost of the three aggregation models. As shown in Figure 6.4, the average costs
of false decisions yielded by our model remains the lowest among the three under all
threshold settings. The costs of the weighted average aggregation and the simple av-
erage aggregation are close to each other. This is because under such a homogeneous
environment, the weights of all IDSs are the same. Therefore, the difference between
the weighted average and the simple average is not substantial. We also observe that
changing the threshold has a big impact on the costs of the weighted average model
and the simple average model, while the cost of the our model changes only slightly
with the threshold. All costs reach a minimum when the threshold is 0.5 and increase
when it deviates from 0.5.

6.5.3.2 Cost under Heterogeneous Environment

In this experiment we fix the expertise level of all peers at 0.5 and assign decision
thresholds ranging from 0.1 to 0.9 to nodes 1 to 9, respectively, with an increment
of 0.1. We set false positive cost Cjg = 1 and false negative cost Cp; = 5 to reflect
the cost difference between FP and FN. We observe the detection accuracy in terms
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Figure 6.4: Average cost versus threshold 7,,.

of FP and FN rates and the average costs of false decisions at node 0 when three
different collaborative decision models are used.

Figure 6.5 shows that the average costs of the three different models converge
after a few days of the learning process. The cost of this model starts with a high
value and drops drastically in the first 10 days, and finally converges to a stable value
on day 30. We then plot in Figure 6.6 the steady-state FP, FN, and the cost. We
observe that the weighted average model shows significant improvement in the FP
and FN rates and cost compared to the simple average model. The decision model
has a higher FP rate and a lower FN rate compared to the other two models. However,
its cost is the lowest among the three. This is because the decision model trades some
FP with FN to reduce the overall cost of false decisions.

6.5.3.3 Cost and the Number of Acquaintances

In this experiment we study the relation between average cost due to false decisions
and the number of acquaintances that the IDS consults. We fix the expertise level
of all IDSs in the network to 0.3,0.5,0.7,0.8, respectively, for different batch runs.
Every IDS decision threshold is fixed at 7, = 0.5 in all cases. We observe in Fig-
ure 6.7 that, under all cases, the average cost decreases when more acquaintances
are consulted. We also notice that for higher expertise acquaintances, fewer consul-
tations are needed to reach the cost goal. For instance, in our experiments, the IDS
only needs to consult 2 acquaintances, on average, to reach a cost of 0.1, under the
case where all acquaintances are with high expertise level 0.8. Correspondingly, the
number of acquaintances needed are 4 and 15, on average, when the acquaintance
expertise levels are 0.7 and 0.5, respectively. In the case that all acquaintances are
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Figure 6.5: Average costs for three different aggregation models.
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Figure 6.7: Average cost versus number of acquaintances consulted (U, is the cost
goal).

0.3 (i.e., of low expertise), the utility goal cannot be reached after consulting a small
number (i.e., < 20) of acquaintances.

In the next experiment, the expertise levels of all nodes remain at 0.5 and their
decision thresholds vary from 0.1 to 0.9. We set C19 = Cp; = 1 in the first batch run
and increase Cp; by 1 in every subsequent batch run. We observe the costs under
three different models. Figure 6.8 shows that the costs of the simple average model
and the weighted average model increase linearly with Cp;, while the cost of the
hypothesis testing model grows the slowest among the three. This is because the
hypothesis testing model has a flexible threshold to optimize its cost. The hypothesis
testing model has superiority when the cost difference between FP and FN is large.

6.5.4 Sequential Consultation

In this experiment we study the number of acquaintances needed for consultation
to reach a predefined goal. Suppose the TP lower-bound Pp = 0.95 and FP upper-
bound Pr = 0.1. We observe the change of FP rate and TP rate with the number of
acquaintances consulted (n). Figure 6.9 shows that the FP rate decreases and the TP
rate increases with n. Consulting higher expertise nodes leads to a higher TP rate
and a lower FP rate. In the next experiment we implement Algorithm 1 on each node
and measure the average number of acquaintances needed to reach the predefined TP
lower-bound and the FP upper-bound. Figure 6.10 compares the simulation results
with the theoretical results (see Equation (6.29)), where the former confirms the lat-
ter. In both cases, the number of consultations decreases quickly with the expertise
levels of acquaintances. For example, the IDS needs to consult around 50 acquain-
tances of expertise 0.2, while only 3 acquaintances of expertise 0.7 are needed for
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Figure 6.11: False positive and true positive of single IDS under betrayal attack.
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Figure 6.12: False decision cost under betrayal attack.

the same purpose. This is partly because low expertise nodes are more likely to make
conflicting feedbacks and consequently increase the number of consultations. The
analytical results can be useful for IDSs to design the size of their acquaintance lists.

6.5.5 Robustness and Scalability of the System

Robustness and scalability are two important features of an IDN. The collaborative
decision model presented in this chapter is robust to malicious insiders because it
has an inherent robust trust management model from [74] where malicious insiders
can be quickly discovered and removed from the acquaintance list. To verify this, we
simulate the scenario of a betrayal attack under a homogeneous environment. We fix
all 10 IDSs with [ = 0.5 and 7, = 0.5. We let one IDS turn malicious at day 20 and
start to give opposite diagnosis. We observe the FP and TP rate of a malicious node
and its impact on the decision of other nodes. From Figure 6.11 we can see that the
FP rate and TP rate of the malicious node raise/drop quickly after day 20. Figure 6.12
shows that the cost of false decision of other normal nodes rises quickly at day 20
and drop back to normal after a few days. Compared with the other two aggregation
models, the model receives the least impact from the malicious node.

This IDN is scalable because the number of acquaintances needed for consulta-
tion only depends on the expertise level of those acquaintances rather than the size
of the network. Hence, the message rate from/to each IDS does not grow with the
number of nodes in the network. Furthermore, the dynamic consultation algorithm
reduces the number of consultation messages needed for collaborative intrusion de-
tections.
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6.6 Conclusion

In this chapter we presented a trustworthy and efficient collaborative decision model.
We obtained optimal decision rules that minimize Bayes risks using hypothesis test-
ing methods, and provided a data-driven mechanism for real-time efficient, dis-
tributed and sequential feedback aggregations. In this model, an IDS consults se-
quentially for peer diagnoses until it is capable of making an aggregated decision
that meets Bayes optimality. The decision is made based on a threshold rule lever-
aging the likelihood ratio approximated by Beta distribution and thresholds by target
rates. Our simulation results have shown that the decision model is superior to other
models in the literature in terms of cost efficiency. Our simulation results have also
corroborated our theoretical results on the average number of acquaintances needed
to reach the predefined false positive upper-bound and true positive lower-bound.
As future work, we want to investigate large-scale collaborative networks and their
topological impact. Another possible research direction is to integrate our model with
communication networks, and design defense mechanisms against different cyber at-
tacks such as denial-of-service, man-in-the-middle, and insider attacks. Finally, our
results can be extended to deal with the case of correlated feedbacks.
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7.1 Introduction

As discussed in the previous chapters, collaborative intrusion detection networks
can improve the intrusion detection accuracy of participating IDSs. However, ma-
licious insiders in an IDN may compromise the system by providing false informa-
tion/feedback or overloading the system with spam. Also, “free-riders” [88] can ex-
ploit the system by benefiting from others without contributing themselves. This can

97
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discourage IDN participants and eventually degrade the overall performance of the
collaboration system. To solve the problems of malicious insiders and free-riders,
trust management is necessary to distinguish dishonest or malicious insiders, and
an incentive-compatible resource allocation mechanism can help participating IDSs
contribute helping resources to collaborators in a fair manner (i.e., more active con-
tributors should receive more helping resources). The resource allocation mechanism
itself should be robust against various insider attacks.

In this chapter we present a resource allocation mechanism, based on recipro-
cal incentive design and trust management, where the amount of resources that each
IDS allocates to assist its neighbors is proportional to the trustworthiness and the
amount of resources allocated by its neighbors to help this IDS. The motivation for
reciprocal incentive design is to encourage participants to contribute more in collab-
oration so as to keep their IDS knowledge up-to-date. This exchange of knowledge
is particularly important in order for IDSs to protect the system from new or zero-
day attacks. We formulate an N-person (or peer) noncooperative continuous-kernel
game model to investigate incentive compatibility of the IDS collaboration system.
In our design, each IDS finds an optimal resource allocation to maximize the ag-
gregated satisfaction levels of its neighbors. We show that under certain controllable
system conditions, there exists a unique Nash equilibrium. Our experimental results
demonstrate that an iterative algorithm that we introduce converges geometrically to
the Nash equilibrium, and that the amount of helping resources an IDS receives is
proportional to its helpfulness to others. We also demonstrate security features of the
system against free-riders, dishonest insiders, and DoS attacks.

The highlight of this chapter can be summarized as follows: (1) A mechanism
for optimal resource allocation for each peer to maximize its social welfare with a
convex utility function; (2) an N-person noncooperative game model and an iterative
primal/dual algorithm to reach the Nash equilibrium; and (3) incentive compatibility
and robustness that is derived from the resource allocation scheme to tackle the “free-
riders,” dishonest insiders, and DoS attacks.

The rest of the chapter is organized as follows: Section 7.2 presents a brief
overview of related work of resource allocation and game theory from different ar-
eas. In Section 7.3, we describe our incentive-based resource allocation scheme for
resource management in the IDN. In Section 7.4 we devise a primal/dual algorithm
to compute the Nash equilibrium, and in Section 7.5 we evaluate the convergence
and incentives of the resource allocation design. Finally, Section 7.6 concludes the
chapter. A list of symbols and notations, as well as their information patterns, is given
in Table 7.1 for readers’ convenience.

7.2 Background

Many IDS collaboration systems have been proposed in the literature, such as [146],
[149], and [157]. They all assume that IDSs cooperate honestly and unselfishly. The
lack of a trust infrastructure leaves the systems vulnerable to malicious peers.

A few trust-based collaboration systems (e.g., [72] and [124]) and distributed
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trust management models (e.g., [59], [72], and [74]) have been proposed for effective
IDS collaboration. However, none of these proposed models studied incentives for
IDS collaboration. Our previous work proposed a trust management system where
IDSs exchange test messages to build trust among themselves. The feedback from
collaborators is evaluated and a numerical trust value is assigned to reflect the level
of truthfulness of collaborators. [72] uses a simple weighted average model to predict
the trust value while [74] uses a Bayesian statistics model to estimate the trust value
as well as the confidence level of the trust estimation.

A variety of game-theoretic approaches have been applied to network resource
allocation in traditional routing networks and peer-to-peer (P2P) networks. In tradi-
tional routing networks, noncooperative game models such as in [81] and [91] have
been used in a dynamic resource allocation context; authors of these reference works
have considered a network with a general topology where each source has a window-
based end-to-end flow control. The available information for a user is the number of
packets within the network not yet acknowledged. Each user aims to maximize his
own throughput, with bounded delay, and hence faces a constrained optimization
problem. The equilibrium obtained is decentralized because each user has only local
information on his own unacknowledged packets. The focus has been on the max-
imal network performance with a given resource instead of incentive mechanisms.
In peer-to-peer networks, Ma et al. [99] have used a game-theoretical approach to
achieve differentiated services allocation based on the peer’s contribution to the com-
munity. Yan et al. [148] have proposed an optimal resource allocation scheme for file
providers. A max-min optimization problem has been constructed to find the opti-
mal solution that achieves fairness in the resource allocation. Both works rely on an
independent central reputation system. Reciprocity has not been incorporated. Also,
the resilience and robustness of the system have not been their focus. Grothoff [79]
has proposed a resource allocation economic model to deal with malicious nodes
in peer-to-peer networks. It depends solely on the trust values of the peer nodes,
and the resource allocation is priority based on the trust value of the request sender.
Grothoff’s model can effectively prevent malicious nodes from overusing the net-
work resource because their requests will be dropped due to their low trust. It is also
reciprocal-altruistic. However, this model may result in unfairness because nodes
with the highest trust may take the entire resource. Our model differs from the above
ones in that we have made use of the pair-wise nature of the network for designing
scalable network algorithms, ensuring secure and resilient properties of the solution,
and providing fairness and reciprocal incentive compatibility in resource allocation.

Recently, game-theoretical methods have been used for intrusion detection where
in a two-player context, the attacker (intruder) is one player and the intrusion de-
tection system (IDS) is the other player. In [158], and [161], noncooperative game
frameworks have been used to address different aspects of intrusion detection. In
[147], Liu et al. use a Bayesian game approach for intrusion detection in ad-hoc net-
works; a two-person non-zero-sum incomplete information game is formulated to
provide a framework for an IDS to minimize its loss based on its own belief. Our
previous work [163] provides a game-theoretical model for IDSs to allocate collab-
oration resources to achieve the goal of fairness and incentive compatibility. This
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Table 7.1: Summary of Notations

Symbol Meaning Information Private to
' Trust value of v perceived by u u

Puy Frequency of help response from u to v u,v

Tvu Desired reply rate request of v to u u,v

My Minimum reply rate request of v to u u,v

Cy Resource capacity of u u

Suv Satisfaction level of node u in response to v u,v

chapter extends our previous work by integrating a complete IDN framework and a
robustness evaluation.

7.3 Resource Management and Incentive Design

In this section we first mathematically model resource allocation in an IDN envi-
ronment as individual optimization problems for its member peers. A game problem
(GP) can then be introduced for each peer. We employ a Lagrangian approach to find
the Nash equilibrium of the constrained game. Finally, we show that there exists a
unique Nash equilibrium in the game and characterize the equilibrium solution in
closed form.

7.3.1 Modeling of Resource Allocation

We consider a collaborative intrusion detection network (IDN) with N peers or nodes
where all the nodes adopt the same resource allocation scheme. Each IDS user can
distribute information to other IDS users in the form of messages (in bytes). We
denote the set of nodes by .4 = {1,2,---,N}. The set of neighbor nodes of peer
u is denoted by .4;,. The communications between IDSs become constrained when
the network size is large and the number of collaborators |.4;| grows. Note that
information in the network is symmetric. If u is a neighbor of v, then v is also a
neighbor of u. We can represent the topology of an IDN by a graph ¢ := (A4, &),
where & is the set of (u,v) pairs in the network. We use ry, to denote the units of
resource that node u# should allocate in order to serve v with full satisfaction. The
minimum acceptable resource from u to v is m,,. Note that r,,,m,, are chosen by
node v and informed to node u during negotiation. Let p,,, € R, be the resource that
u allocates to v, for every u,v € 4. The parameter p,,, is a decision variable of peer
u and is private information between peer u and peer v. To satisfy neighbor v, node u
should allocate resources to v over the interval [mmy,, ry,].

In this model we assume that each node has its own mechanism to evaluate the
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trust of its neighbors, and the trust values have already been determined. The trust
evaluation mechanism has been discussed in Chapter 5. Let T* € [0, 1] be the trust
value of peer v assessed by peer u, representing how much peer u trusts peer v.
The allocated resource p,, from peer u to v is closely related to the trust value 7,
perceived by u.

Each peer maximizes its effort to help its neighbor nodes under its capacity con-
straint C,,, which is dependent on its own resource capacity such as bandwidth, CPU,
memory, etc. Then, resource allocation should satisfy the following capacity con-
straint:

Y, puw<Cy forallue .t (7.1)
vENy

Our system introduces a utility function for each peer to model the satisfaction
level of its neighbors. The utility function S, is given by

In (a% + 1)
S " — vu vu
! In(a+1)

; (7.2)

where a € (0,00) is a system parameter that controls the satisfaction curve, and the
term In(o + 1) in the denominator is the normalization factor. The function S,,, is a
concave function on its domain under the condition & > 1. The choice of logarithmic
functions is motivated by the proportional fairness properties as in [106, 129] and
has been used in the literature on power control, congestion control, and rate control
in communication networks [129, 160, 164].

Let U, : Riw — R, be the peer u’s aggregated altruistic utility, where L(u) =
card(.4;), the cardinality of the set .4;. Let the payoff function, U,, for u be given
by

U,= Z WinSuvs Wiy = Tvupvua (7.3)
vEN,

where wy,, is the weight on peer v’s satisfaction level S,,,, which is the product of peer
v’s trust value and the amount of helping resources allocated to u. A higher weight is
applied on peer v’s satisfaction level S, if peer v is better trusted and more generous
to provide help to u. In this system, each peer u € .4 in the IDN intends to maximize
U, within its resource capacity. A general optimization problem (OP) can then be
formulated as follows:

max{[’mwvef%} Zvec/Vu W“VS”V (74)
s.t. Zve.ﬂ{, Puv < Cu
My, < Puv < rm,vv € J%,,

where S, and w,, are given by Equations (7.2) and (7.3), respectively. The upper and
lower bounds on resources are imposed by the collaborators. The design of the utility
function in OP is built upon the intuition behind how people form collaborations in
social networks. With the freedom to choose and design collaborative schemes, we
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assume that all legitimate agents in the network start with an intent to form collabo-
rations with each other.

Every peer in the network is faced with an optimization problem (OP) to solve.
(OP) is a concave problem in which the objective function is a concave function in
Duy and the constraint set is an L(u)-dimensional simplex, where L(u) = card(.4;,),
the cardinality of the set .4;,. Under the assumptions that the size of the network
is large and peers can only communicate locally within a distance d, we have N
individual optimization problems in the form of (OP) for each node. Hence, we can
introduce a corresponding game (GP) by the triplet (4",A,,U,), where .4 is the set
of players or peers, A,,u € .4, is the action set of each peer, and U, is the payoff
function of peer u, defined in Equation (7.3). An action of a peer here is a decision
on the resource allocated to a neighbor peer The action set of each peer 4, is given
by Ay = A1 1A, where A! = {p, € RY“ | ¥, - puw < C,} and A2 = {p, e RY™ |
My < puy < Fyyyv € Ay} Tt is not dlfﬁcult to prove that under the condition C >
Y ve.x, My, the action set is nonempty.

We note that the decision variable of each peer is a vector p, and the action
sets of players are not coupled. We thus can use Lagrangian relaxation to penalize
the constraints to solve for the Nash equilibrium. Let .Z,(py, Oy, Uy, A,) as follows
denote the Lagrangian of peer u’s optimization problem:

L = Z T PouSuy — Z .uuv Puv —rvu)

vEN, veEN,
+ Z Guv(puv - mvu) - )Lu Z Puv — Cu ) (75)
vEN, VEN,

where U, Oy, Ay € Ry are the Lagrange multipliers. Using Lagrangian relaxation,
we can transform the game problem to its relaxed counterpart (RGP), where the
abbreviation “R” is short for “Relaxed.” The triplet of RGP is given by <JV Au, L),
where A, is the action set described by the base constraint p,, > 0, that is, A, = ={p.|
Puv > 0,v € A, }; and the payoff function is replaced by the relaxed Lagrangian
function .%,. !

By formulating the collaborative problem as a game, we use a noncooperative
approach to model altruistic behavior among peers. The noncooperativeness is ap-
propriate here because there is no centralized control agent in the network, and com-
munications between peers are local and symmetric. The aggregated utility comes
from peers’ general intention to help other peers. We assume that peers intend to be
altruistic when they are introduced into the network. Free-riding peers are penalized
via the weighting of the aggregation function. When one peer appears to refuse to
help other peers, the other peers will correspondingly decline to assist in return, and
as a result free-riding is avoided.

The framework described in this subsection can be potentially applied to a wide

!n the definition of the relaxed game (RGP), we have chosen to relax simultaneously the two sets of
constraints: capacity constraint and range constraints. Instead, we could have relaxed only the capacity
constraint. In that case, the action set A, in the relaxed game would include a range constraint, that is,

= {pu ‘ My < Puy < Fyy,V € /%t}
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range of collaborative networks where reciprocal altruism is desirable. However,
many distinct features of IDS networks have been incorporated into the design. First,
an attacker can compromise nodes in the network and then start to spread malware
to degrade the level of protection provided by the collaborative network. The special
structure of the utility function together with the trust values have been used in the
model to mitigate malicious and dishonest behaviors of compromised nodes. Sec-
ond, insider threats in IDS networks have been considered by imposing upper and
lower bounds on p,,,, which can be used to prevent denial-of-service attacks from the
insiders.

Remark 7.3.1 The choice of using the term collaborative networks is to distinguish
this approach from its cooperative counterpart. Cooperative networks often refer to
a network of nodes that are able to act as a team and then split the team utility among
the members. This will require global communications, coordination, and bargain-
ing. This appears to be unrealistic for IDN systems. In collaborative networks, nodes
behave strategically, not because they are selfish agents but because they are unable
to coordinate or act as a team. Our work is essentially different from noncooperative
network formation problems, where all agents act selfishly to achieve their individual
goals, which can be misaligned with each other. In our IDN design, the players have
their goals aligned in a certain way to achieve efficient exchange of knowledge with
each other. This is similar to classical strategic games such as Battle of the Sexes and
the Bach and Stravinsky game [125]. However, the goals become less aligned when
agents have low trust values. This flexibility in the model essentially attributes to the
reciprocal altruism.

7.3.2 Characterization of Nash Equilibrium

In this subsection we solve the GP for its Nash equilibrium. Each peer u has a concave
optimization problem as in Equation (7.4). Applying the first-order KKT condition
as in [40] and [42] to each peer’s concave problem in OP, aj L=0,Yve M ue N,
we find

(SuvTvupvu

1+ alflvpuv - alf{vmVu

:éw,vvee/%,,l/tEJV, (7.6)

where 6, = . In addition, from

11’1 1+(X guv = 76"”’ +'LLMV +A«u, and a’;v - hu Myy
the feasibility condltlon it is required that an optimal solution satisfies the base con-
straints in A,, and the complimentary slackness conditions for every u € .4:

)Lu ( Z puv_Cu> =0. (7.7)
veENy,

O-uv(puv - mvu) = O,VV € J%ﬁ (78)
Huy (puv - rvu) =0,V e N (7.9)
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The variable &,, is composed of three Lagrange multipliers. If &,, # 0, we can
further simplify the first-order condition to

_ Tvupvu
Enin(1+a)

Definition 7.3.2 (Basar and Olsder, [37]) A Nash equilibrium p},,,u,v € AN for the
game (GP) is a point that satisfies 2,(p}, p*,) > Lu(PusPE,), VPu € Ay u € N,
and pyy = py =0, for v e M\ N, and u € N, where the vector p_, = {p; : i #
u,i € N} is comprised of decision vectors of other peers.

1 1
Puv = (1+a> mvu_arvu' (7.10)

Proposition 7.3.3 The game (GP) admits a Nash equilibrium in pure strategies.

Proof 7.1 The action set A, is a closed and bounded simplex and U, is continuous
in p,, forall u € A" ,v € 4, and concave in p,.. By Theorem 4.4 in [37], there exists
a Nash equilibrium to (GP).

With the existence of a Nash equilibrium at hand, we can further investigate the
solutions to the relaxed game by looking at a pair of nodes u# and v. Node u has its
decision vector p, satisfying Equation (7.10) and similarly, node v has its decision
vector p, satisfying Equation (7.10) by interchanging indices u and v. Hence, we
obtain a pair of equations involving p,, and p,, and they are described by

777“’“ Fvu
[ 1 é,TvSIn(1+oc)) ] [ Puv :| _ [ (1 +é)mvu_7
o

1 Tuy ’
miray 1L P (14 g) muw — g

or in the matrix form, My, q,, = b, where qu = [puv, Puu]T, and by, is the right-
hand side vector and M,,, is the incident matrix.

Definition 7.3.4 (M-matrix, [39]) An N by N real matrix A = [A;}| is called an M-
matrix if it is of the form A = 01 — P, where P is entrywise nonnegative and 0 is
larger than the spectral radius of P, that is, 0 > p(P). An M-matrix A has two key
features:

(F1) the sign patterns a;; >0, i=1,...,N, and a;; <0, i # j,
(F2) the eigenvalues of A have all positive real parts.

Theorem 7.3.5 (Berman and Plemmons, [39]) If A is an M-matrix, then A 1>,
that is, all of its entries are positive.

Using Theorem 7.3.5, we next state a result on the uniqueness of a Nash equilib-
rium for a sufficiently large system parameter o.

Theorem 7.3.6 Suppose that only capacity constraints are active and o >
T

max{e&w 2w} — 1. Then, the game admits a unique Nash equilibrium. For each

M7V vu

pair of peers u and v, the equilibrium is given by %, = M 'b,,,Yu,v € N .
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Proof7.2  Under the condition that the capacity constraints are active, &, = k,A, >
0, because the ObjCCthC function is an increasing function. First, we show that pro-

vided that o« > eém — 1, we have the inequality 1 > m For each pair of nodes
u and v, matrix M,,,, is an M —matrix in Equation (7.10); hence, M,,, are strictly di-
agonally dominant and thus nonsingular; and by Theorem 7.3.5, the entries of the
inverse matrix M,! are strictly positive.

Second, provided that o > r;‘—:‘u — 1, the vector b,, is positive, that is,

(1 + é)mvu > érm,. Thus, we arrive at a unique solu_tion q;,, whose entries are
all positive, residing in the base constraint action set A, for all u. Because Equa-
tion (7.10) holds for any interactive pair, the game admits a unique Nash equilibrium
under conditions in Theorem 7.3.6.

Note that Theorem 7.3.6 provides a condition to choose the system parameter «.
Because the system can determine the value of ¢, the condition can be met easily.

Remark 7.3.7 Under general conditions, to have &,, > 0 requires multipliers L,
Aus Ouy to satisfy Wy, + Ayky, > Oy, Because the payoff function U, is increasing in
Puv» A > 0 and only W, and o, can be zero. To ensure &,, > 0, we can separate
into three cases for general discussion: (1) when o, =0, W,, # 0, we require
My + Aykey, > 0; (2) when 0, =0, Wy =0, we require Ak, > 0; (3) when oy, #
0, Wy =0, we require Ak, > G,,. With an assumption as in Theorem 7.3.6 that only
capacity constraint is active, it simply leads to £,, > 0 itself.

7.3.3 Incentive Properties

We call a network design reciprocal incentive compatible when at the steady state,
the helping resource p,, from peer u to v increases as the helping resource p,,, from
peer v to u also increases. In addition, it is also desirable to have p,, be proportional
to the trust value of v, that is, the more peer u trusts peer v, the more help u is willing
to give. We can further study these properties of the solution obtained in Theorem
7.3.6.

Proposition 7.3.8 Under the conditions of Theorem 7.3.6, the Nash equilibrium so-
lution of the game (GP) is reciprocal incentive compatible, that is,

1. The helping resource py, from u to v increases with helping resource p,, from
V1o u;

2. When the system parameter Q increases, the marginal helping resource from
u to v decreases for all u and v;

3. When peer u trusts v more, that is, T increases, the marginal helping resource
from u to v increases.
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Proof 7.3  Using Equation (7.6), we take the derivative with respect to p,, and let
A Ppuy/ 9 pyu denote the marginal helping rate from u to v.

Because T} > 0, &, > 0, under the conditions in Theorem 7.3.6, we have
dpuy/9dpywu > 0, and thus p,, is increasing with p,, at the Nash equilibrium. The
incentive compatibility results follow.

In the following, we study the incentives of nodes that decide on the lower and
upper bounds on desired reply rates. We assume that the lower bound on reply rates
are uniformly determined by the system once they join the network, that is, m,, = m
forallve A4 ue A,

Lemma 7.3.9 Nodes do not have incentives to overstate their upper bound on the
reply rate ry,,v € N u € N,

Proof 7.4 From Equation (7.6) we can observe that ap w — —1/0a < 0. Hence, a
higher level of request results in a lower value of p,,.

Lemma 7.3.9 admits an intuitive interpretation. When a request level is high, it be-
comes harder for a node to satisfy it and the node will allocate resources to satisfy
other ones with lower request levels first. Hence, a higher level of request will result
in lower reply rates.

In the following we study the effect of understating the upper bound. We first
introduce the notion of &-resilience and then derive a condition for achieving it.

Definition 7.3.10 The Nash equilibrium p},, under truthful r}, is €-resilient if a de-
viation ry, from rly, results in an equilibrium p,,, such that || p}, — pu|l < €||75, — rvull
Sor all pairs of (u,v) € &.

Proposition 7.3.11 Suppose m is sufficiently small and only capacity con-
straints are active. The Nash equilibrium, if it exists, is €-resilient if @ >

1 Tvuﬂvu
- max ey — 1
€ (u,v)Eg Z\;g,/vu PvuTvu

Proof 7.5  Let r}, be the true upper bound, under which the reply rates are p;;,
min{max{m;p:v}ﬂ r\fu} < r\fm where

1 * Tpvu
1 S SR AL
Piv = (+ ) o e+ a)

N

For any other ry, < r},, the allocated resource is p,, = min{max{m, p,,}, 7}
Tuy < Fiy,, Where

1 1 T} pvu
Puv = 1+ > m— rvu +
' < o Ewln(1+a)
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Suppose that m is sufficiently small. Due to the assumption that only capacity con-
straints are active, we only need to study the case where p,, < r,,. Then, from
Lemma 7.3. 9 we obtain p,, > pj;, because r,, < r},, and hence p}, < pu, <1y, <15y

vu’
Therefore, =i = llpw — Pl || and we have

. 1 " T Pvu
— < ||——
||puv puv” — H a<rvu r )+ 1n(1+06) éuv uv

Under the relaxed conditions, we can use the closed form expression of the La-

grangian multiplier (7.16), which is derived later in Section 7.4, to obtain i — éi* =

In(1 .. . .
}% — % = “((X;Ta) (ryu —ry,). Hence, combining with the result above, we arrive at
U
1||T"p
* v Fvu *
— < —||l— - Fyu — Ty ll-
Hpuv puv” ~a PT H vu qu
[Pwv—pi |l

Therefore, to ensure g-resiliency, we need |

u
TV%;"“—]H < €, which

lrvu—rill = o
leads to the result.

7.4 Primal / Dual Iterative Algorithm

In this section we introduce a dynamic algorithm to compute the unique Nash equi-
librium. Let p,,(¢) be the resource from peer u to v at step ¢. Consider the algorithm

Puv(t + 1) = suy + tuy pru(t) (7.11)
Pou(t+1) = Sy + tyupun(t)’ ‘

= Wﬁa)), and s,,, t,, are defined

similarly by interchanging indices u# and v, with initial conditions p,,(0) =

min{%,rw.} Nu,ve N,

1 1
where Suy = (1+a)mvu - arvuv Tuy

Proposition 7.4.1 Suppose that capacity constraints are active, and ry, and my,

are chosen such that the associated constraints become inactive constraints, that

is, G,y = 0, Wy = 0 in Equations (7.8) and (7.9). Given a Lagrange multiplier A} # 0
(

and provided that o0 > e lu — 1, the algorithm in (7.11) converges to the unique Nash
equilibrium in Theorem 7.3.6 at dual optimal ;.

The algorithm described in (7.11) depends on the Lagrange multiplier A,. We
can exploit duality to devise an iterative algorithm for the Lagrange multiplier. Let
D, (A,) be the dual functional given by D, (A,) = maxp, £, (Pu,Ax). The dual func-
tion D, (4,,) is a convex function, and a dual optimal 4,/ solves the dual optimization
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problem (DOP)?
ini%Du(lu). (7.12)

Using the solution from Theorem 7.3.6, we can obtain D, (4,,) as follows:
Kg 1 Pr—Pr
D, =1, (C,+— 1+— ) K —_—
u u(u+a+< +(X> M)+1n(oc+1)’

and its first-order derivative as follows:

Yoes, Ty’ 1 a+1
D =Cc, =Y o Foy— —— My,
©TT A1+ a) ocv;f;/u " VEZ’% "

where Pr = Y,c 4 puT,' is the sum of the weights; Ky = Y,c s mu; Kr =
Yve s, rvu- Ky and Kg can be interpreted as the total request weighted by marginal
costs; and

P o pvuTu )
Pr= T3 In ). 7.13
! vEZ/t{,pm ! (ln(a+1) A‘u(rvu_mvu) ( )

The gradient of the dual function is dependent on the local capacity of node u and
the information sent by the neighbor node v of peer u such as the helping resource
Pw, and the maximum (minimum) requested resources ry, (m,,) from v. All the
information is available to peer u to calculate the gradient locally at each A,,.

By taking the second-order derivative of the dual function, we obtain

_ Yve s, Pru T

/!
Du(h) = A2In(l+a)

u (7.14)
The dual function in Equaton (7.12) is not only a convex function but also a strong
convex function, whose Hessian is bounded uniformly asin L; < V2D, (Au), for some
Ly [42]. In addition, provided that the sum of weights w,, is bounded from above,
that is,

Y puTi <M, (7.15)
A

for some M € R |, then V2D, (A,) < L,, for some constant L;.
Proposition 7.4.2 Suppose that the sum of weights is bounded as in (7.15). The dual

function D, is strongly convex and its Hessian is bounded from above and below
uniformly.

Proof 7.6  First, A, is bounded from above by some constant Zu because the
dual problem is feasible. Thus, & < A, < A,,& > 0. In addition, ¥,c 4 Wiy # 0;

2Peer u’s dual function is expressed in terms of A4, and p_,, and the decision variable for peer u
changes from a multidimensional vector p,, to a scalar variable A,,. Using the dual function, we can reduce
the dimension of the game and turn a constrained game into an unconstrained one.
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otherwise, the primal problem is trivial because wy,, = 0, for all v. Therefore,
& < Ye W <M, & > 0. Hence, the statement is true.

Strong duality ensures a unique optimal solution. The unique dual optimal A}
can be found explicitly by applying the unconstrained optimality condition, that is,
D! (A,) = 0. As a result, we obtain

P
A= d

“ (Cu—Ku+Ll(Kp—Ku))In(1+a) (7.16)

To find the dual optimal, we can also devise a dynamic algorithm that can be
used in conjunction with algorithm (7.11). An iterative algorithm based on gradient
methods to find A4, is given by

At +1) = A (t) = BuDly(Au(t)),Yu € N, (7.17)

where B, € (0,1) is the step size. The gradient algorithm in (7.17) is distributed
over the network. Each peer needs to collect openly accessible information from its
neighboring peers to evaluate Ky, K, and Pr. With the property of strong convexity,
we can show in the following the fast convergence of the algorithm to (7.16).

Proposition 7.4.3 Suppose that D,,(A,) is Lipschitz with Lipschitz constant L and

Dy () is strongly convex with D)/(A,) > Ly. The dual algorithm (7.17) converges

geometrically to dual optimal A} in (7.16) with step size B, < %?L')

Proof 7.7 We can use the technique in [42] to prove the proposition. Using the
property of strong convexity and the Lipschitz property, we obtain
120 (2 +1) = 217
= 12 () = 217 = 2B, (1)) (Au(£) = A3)
+Be D (Au(0) P
< (1) = 24117 = 2Bu(Du(Au(1)) = Du( )
+BrLa Au(r) = 2,12
< 12(t) = 217 = BuLtl| A1) — A1
+BrLal Au(r) = 2,12
= (1= BuLi +BiLs )| (1) — 211

Hence, when 8, < %Zf‘), we have a contraction. In addition, ||A,(t +1) — A4}]|> <

(1= BuL1 + B2L3)" || A, (0) — A.5||>. Hence, the convergence rate is geometric.

Note that the condition of strong convexity can be easily satisfied from Equation
(7.14) if we eliminate trivial cases that all trust values of neighbors or p,,, are zeros.
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Figure 7.1: Helping resources versus time—first approach.

7.5 Experiments and Evaluation

In this section we perform numerical experiments and evaluate the trust and resource
management capabilities of the resource allocation system as described in Sections
7.3 and 7.4. We follow two different approaches to evaluate the Nash equilibrium
of the collaborative system. In the first experiment, we implement the dynamic al-
gorithm in Section 7.4 to find the Nash equilibrium. We show that the algorithm
yields the Nash equilibrium of the game at the steady state and the system is incen-
tive compatible under the equilibrium. In the second experiment, we use a stochastic
discrete-event-based simulation to model an IDS network. In the simulation, peers
estimate the resources received from the other peers and adjust their allocations of
resources to the others accordingly. We are interested in finding the Nash equilibrium
and verifying the incentives in the collaborative system at the equilibrium.

7.5.1 Nash Equilibrium Computation

In this section we implement the dynamic algorithm described in Section 7.4 to cal-
culate the Nash equilibrium centrally. We simulate a three-node network with initial
trust values 0.2,0.6, 1.0, respectively. For ease of demonstration, we assume that the
trust between peer nodes is homogeneous. that is, the trust value of node i is the same
to all other nodes. We set the minimum demand of resource to 1 unit and the maxi-
mum to 20 units for all nodes. Every node has an equal capacity of 20 units and the
system parameter @ = 100. We find that if all peers have the same trust values, then
the resource is fairly and evenly distributed among all peers. When the trust values
are different, peers with higher trust values receive more resources. Figure 7.1 shows
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Figure 7.2: Helping resource received varies with trust value—first approach.

that the resources received by three peers with different trust values converge fast
within two or three iterations. A peer with a higher trust value receives more help
than a peer with a lower trust value.

Fixing the resource capacity of all peers to 20 units and the trust values of two of
the nodes to 0.5, we vary the trust value of the third peer from 0.1 to 1.0. In Figure
7.2 we observe that the resource received by the third peer increases with its trust
value under different o values. We also see that all curves cross at trust value 0.5
and resource 20 units. This is because all peers should receive an equal amount of
resources when they are identically configured, regardless of the ¢ value we choose.
By fixing the trust values of all nodes to 1.0 and varying the resource capacity of the
third peer from 3 to 30, we observe in Figure 7.3 that the amount of resources a peer
receives is roughly linearly proportional to the resources it provides to the others.
Similarly, all curves intersect at capacity 20 and resource 20. These results further
confirm our theoretical analysis in Section 7.3. Figures 7.2 and 7.3 also reveal that a
larger o value leads to a lower marginal helping resource. A smaller & value provides
stronger incentive to the participants.

7.5.2 Nash Equilibrium Using Distributed Computation

In this experiment we use a stochastic discrete-event based simulation to model the
IDN. Discrete-event simulation is commonly used to aid strategic decision making
because it has the capability of emulating complex real-world problems. It concerns
the modeling of a system as it evolves over time by representing the changes as
separate events. It bridges over our model and a real-life IDS network. In this simu-
lation, each node collaborates with others by sending out requests and waits for their
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Figure 7.3: Helping resource received varies with resource contribution—first ap-
proach.

responses. At the beginning of each day, nodes send resource upper-bound/lower-
bound to all their neighbors and wait for the resource quota from them. The resource
quota allocation is determined by optimizing Equation (7.4). The consultation re-
quests are generated randomly following a Poisson process with an average arrival
rate equal to the resource quota they receive. Upon the arrival of a request at its des-
tination queue, it will be replied by the corresponding peer on a first-come-first-serve
basis. Each peer estimates the resource it receives from other peers by calculating the
average number of consultation requests answered by each peer. In this experiment,
all peers initialize with an unbiased allocation and then apply the resource allocation
scheme.

For the purpose of comparing with the numerical experiment, we use the same
experiment configuration as in Section 7.5.1, that is, we simulate a network of 3
nodes; we set the minimum resource requirement to 1 request/day and the maximum
to 20 requests/day for all peers; each peer has a capacity of 20 requests; we set
o = 100 and the trust values of nodes to be 0.2, 0.6, and 1.0, respectively.

Figure 7.4 illustrates the received resources for all three nodes with respect to
time. We note that the helping resource converges to the Nash equilibrium at steady
state, and nodes with higher trust values obtain more resources. This confirms that
our resource allocation scheme provides incentives in the collaborative network.

By fixing the resource capacity of all peers to 20, the trust values of two of the
peers to 0.5, and varying the trust values of the third peer from 0.1 to 1.0, we obtain
in Figure 7.5 that the received resource of the third peer increases with its trust value
under different o values. Fixing the resource capacity of the first two peers to 20
requests/day and trust values to 1.0 for all peers, we vary the capacity of the third
peer from 3 requests/day to 30 requests/day and observe that the resource received
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Figure 7.6: Helping resource received varies with resource contribution—second ap-
proach.

by the third node also increases with its resource capacity under different ¢ values, as
shown in Figure 7.6. The simulation results are consistent with the theoretical results
obtained in Section 7.3 and the ones in Section 7.5.1.

7.5.3 Robustness Evaluation

Robustness is a required and important feature for the design of an IDN. In this sub-
section we discuss a few common insider threats against the incentive-based resource
allocation mechanism, and we show how our design is robust to these attacks. Note
that all participants in the IDN have to abide by the protocols with a given flexibility
in parameter tuning. However, due to the reciprocity of the mechanism, IDSs with
selfish or dishonest behaviors will be penalized and eventually removed from the
network. This execution process is an integrated part of the IDN.

7.5.3.1 Free-Riding

Free-riders are nodes that enjoy resources from others while not contributing them-
selves [62, 78]. A free-rider in the IDN may collaborate with a large number of IDSs,
aiming at receiving a good amount of accumulated resources /7 from the large num-
ber of collaborators. However, our IDN design is not beneficial to free-riders. First,
the amount of help that a node receives is proportional to the resources it allocates to
others. Second, the larger the number of collaborators a node has, the more demand-
ing it is for the node to maintain the collaboration because each collaborator needs
minimum resource m to be satisfied. Therefore, a node that does not contribute to
the collaboration will end up receiving a bare minimum of helping resources from
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Figure 7.7: Resource received versus exchanged upper-bound.

others. We simulate a scenario where a free-rider with initial trust value 1.0 switches
to a free riding mode at day 200 (Figure 7.8). We notice that the amount of helping
resources received by the free-rider drops quickly and converges to a low level. This
is because the collaborators of the free-rider can notice the drop of contributed re-
sources from the free-rider and adjust their resource allocation according to Equation
(7.4). The result corroborates that free-riding is not practical in the IDN with such a
resource allocation design.

7.5.3.2  Denial-of-Service (DoS) Attacks

DoS attacks happen when malicious nodes send a large amount of information to
overload the victim [107]. In our IDN, the amount of information exchanged be-
tween participant nodes is negotiated beforehand. A quota is calculated and sent to
all nodes. If a node sends more data than the given quota, then it is considered mali-
cious, and hence will be removed from the collaboration network.

7.5.3.3 Dishonest Insiders

In the IDN, dishonest nodes can report false information to gain advantages. For
example, a dishonest node can misinform about its upper-bound and lower-bound
requests for gaining more resources from its collaborators. We imposed a maximum
lower-bound 7 for all nodes. In addition, experimental results in Figure 7.7 show
that claiming a higher upper-bound than the true value lowers the received resource,
while claiming a lower upper-bound may lead to a bounded gain that is controllable
by system parameter o. A lower upper-bound will not lead to full satisfaction of the
node when resource constraints are inactive.
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Figure 7.10: Resource received for peers with different resource capacities.

7.5.4 Large-Scale Simulation

Previous experiments were based on a small-scale network. In this subsection we de-
sign numerical experiments to study the resource allocation in a large-scale intrusion
detection network. We set up a network of 100 nodes, which are randomly scattered
in a 100 x 100 square. Each node shares its resources with the other nodes in the
vicinity at a distance of 5. The trust values are generated according to a uniform dis-
tribution from O to 1.0. The lower-bound and the upper-bound on the requests are 1
and 20, respectively, for each node. We separate nodes into two groups: one group
with a capacity of 20 units and the other with 40. In Figure 7.9 we can see that, in
both groups, nodes with higher trust values tend to receive more assistance. The re-
sponse to trust value appears to be more prominent for the group with capacity of 40
units. It can be explained by the fact that when the resource capacity is low, most of
the resource is used to satisfy the lower-bound of all the neighbors and little is left
to allocate based on incentives. In the second experiment, we fix trust values of all
nodes to 1.0 and randomly choose the resource capacity of each node between 0 and
30. Figure 7.10 shows the resource received by nodes with different resource capaci-
ties. We note that, on the average, nodes with higher resource capacities receive more
resources. This confirms the incentives under a large collaboration group.

7.6 Conclusion

In this chapter we presented incentive-based resource allocation mechanism based on
trust management in the context of an IDN. By formulating an associated continuous-
kernel noncooperative game, we have shown that a Nash equilibrium exists and is
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unique under certain system conditions. We have also shown that the unique Nash
equilibrium possesses features that allow peers to communicate in a conducive en-
vironment in which peers endeavor to contribute knowledge and resources to assist
neighbor nodes. Any selfish or free-riding behavior will receive a tit-for-tat response
from the neighbors as a consequence. A dynamic algorithm is used to compute the
Nash equilibrium. Experimental results showed that the algorithm converges to the
Nash equilibrium at a geometric rate, further corroborating the theoretical results.
We have also discussed the resistance of our IDN design to common insider attacks,
such as free-riding, dishonest insiders, and DoS attacks. As future work, one can
study other potential attacks to the IDN system, for example, the collusion attacks.
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8.1 Introduction

As discussed in the precious chapters, malicious insiders in an IDN may send false
information to mislead other IDSs into making incorrect intrusion decisions. This
may render the collaboration system ineffective. Furthermore, IDSs in the collabora-
tion network may have different intrusion detection expertise levels and capabilities.
An effective trust management model should be capable of distinguishing honest
participants from malicious ones, and low-expertise IDSs from high-expertise IDSs.
Chapter 5 describes a Bayesian learning model for IDSs to evaluate the trustworthi-
ness of their collaborators. However, a collaboration relationship is a mutual agree-
ment between both participants, and it should only occur when both parties agree
to collaborate with each other. As we discussed in Chapter 6, the expected cost of
false decisions decreases when receiving feedback from more collaborators. How-
ever, it takes more computing resources to maintain a collaboration relationship; for
example, sending test messages and responding to consultation requests from other
collaborators requires CPU/memory and bandwidth to proceed. The extra cost of
recruiting a new collaborator may exceed the benefit from that collaborator. How
IDSs select collaborators to achieve optimal cost efficiency is an important prob-
lem to solve for an IDN. We define IDN acquaintance management as the process
of identifying, selecting, and maintaining collaborators for each IDS. An effective
acquaintance management model is crucial to the design of an IDN.

In this chapter we focus on the design of an effective acquaintance management
mechanism with which IDSs can selectively recruit collaborators that can bring max-
imal benefit, taking into account both the false decision cost and maintenance cost.
Acquaintance management can be divided into three parts: IDS identification, col-
laborator selection, and collaborator maintenance.

IDS identification is the process of learning the qualification of candidate collab-
orators based on past experience with them. A Bayesian learning model is used to
help each IDS identify the quality and honesty of its candidate acquaintances, specif-
ically the false positive (FP) rate and false negative (FN) rate of each collaborator.
Dishonest collaborators can be identified and removed from the acquaintance list.
We define feedback aggregation in IDNs as the decision-making process resulting
in whether or not to raise an alarm based on the collected opinions (feedback) from
collaborator IDSs. A Bayesian decision model is used for feedback aggregation, and
Bayes theorem is used to estimate the conditional probability of intrusions based on
feedback from collaborators. A false decision cost function is modeled to include
both the false positive decision cost and the false negative decision cost. A decision
as to whether or not to raise an alarm is made in order to achieve the minimum cost
of false decisions.

For collaborator selection, an IDS may add all honest IDSs to its collaborator
list to achieve maximal detection accuracy. However, including a large list of col-
laborators may result in a high maintenance cost because collaborating with them
requires computer resource (e.g., CPU, memory, and network bandwidth) to process
their consultation requests and to respond with consultation feedback. The overall
cost includes both the false decision cost and the maintenance cost. We define the
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acquaintance selection in IDNs as the process of finding the optimal list of collabora-
tors to minimize the overall cost. Existing approaches for acquaintance management
often set a fixed number of collaborators [150] or a fixed accuracy threshold to filter
out less honest or low-expertise collaborators [69, 74, 152]. These static approaches
lack flexibility, and the fixed acquaintance length or accuracy threshold may not be
optimal when the context changes (e.g., some nodes leave the network and some
new nodes join the network). The acquaintance management mechanism presented
in this chapter can dynamically select collaborators in any context setting to obtain
high efficiency at minimum cost.

For collaborator maintenance, the IDSs in our system periodically update their
collaborator lists to guarantee an optimal cost. A probation list is used to explore
and allow sufficient time to learn the quality of new potential collaborators. New
collaborators stay on the probation list for a certain period (probation period) before
their feedback is considered for intrusion decision.

A simulated collaboration network using a Java-based discrete-event simulation
framework is used to evaluate the effectiveness of the acquaintance management
mechanism. The results show that this dynamic acquaintance management algorithm
outperforms the static approaches of setting a fixed acquaintance length or accuracy
threshold. Finally, this mechanism also achieves several desired properties for IDN,
such as efficiency, stability, robustness, and incentive compatibility.

The highlights of this chapter can be summarized as follows:

1. A dynamic acquaintance selection algorithm that automatically selects col-
laborators, leading to minimal overall cost, including false decision cost and
maintenance cost;

2. A dynamic acquaintance management algorithm to integrate the concept of
probation period and consensus negotiation.

The rest of the chapter is organized as follows. In Section 8.2 we discuss the
background of IDS identification, collaborative decision, and acquaintance manage-
ment; Section 8.3 describes the formalization of our IDS learning model and feed-
back aggregation. Acquaintance selection and management algorithms are presented
in Section 8.4. We then present evaluation results demonstrating the effectiveness of
the acquaintance management and its desired properties in Section 8.5. We conclude
this chapter in Section 8.6.

8.2 Background

Various approaches have been proposed to evaluate the qualification of IDSs as in-
put contributors to the feedback aggregation mechanism. However, all of them have
used a single trust value to decide whether an IDS will provide good feedback about
intrusions based on past experience with that IDS. For example, Duma et al. [59]
introduced a trust-aware collaboration engine for correlating intrusion alerts. Their
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trust management scheme uses each peer’s past experience to predict others’ trust-
worthiness. In Chapter 5 we showed how a Dirichlet distribution can be used to
model trust in peer IDSs based on past experience with them. The trust value is ex-
pressed using the trust value as well as confidence of estimation. However, these
approaches do not reflect conditional detection accuracy such as false positives and
false negatives. Conditional detection accuracy is necessary because the impacts of
false positive decision and false negative decision may be different. Therefore, a sin-
gle trust value may not be sufficient as an input to feedback aggregation. In this
chapter we show how false positive (FP) and false negative (FN) rates can be de-
termined using a Bayesian learning model and used simultaneously to represent the
detection accuracy of an IDS. In this case both the FP and TP are used as inputs to
the feedback aggregation process.

In terms of collaborative decision, the methods provided by Duma et al. [59] and
Fung et al. [74, 69] are both simplistic and use a heuristic approach. They both use a
weighted average approach to aggregate feedback, which does not capture the false
decision cost. Another broadly accepted decision model in IDNs is the threshold-
based decision method, which is adopted by CloudAV [114]. In this model, when the
total number of antiviruses raising alarms exceeds a fixed threshold, an global alarm
will be raised. However, this model not only lacks the awareness of false decision
cost, but also does not consider the expertise difference of participating antiviruses.
In this chapter we model the decision problem into a cost optimization problem and
apply the well-established Bayes’ theorem for feedback aggregation which achieves
the least cost. This chapter focuses on the optimal collaboration decision and optimal
acquaintance selection.

In terms of the acquaintance selection methods, most previous approaches set a
fixed length on the acquaintance list, such as the model presented in [150]. Some
others use a trust threshold to filter out less honest acquaintances [74, 152]. The ad-
vantage of the threshold based decision is its simplicity and ease of implementation.
However, it is only effective in a static environment where participating nodes do not
change, for example, the context that presented in [114]. In a dynamic environment,
nodes join and leave the network and the acquaintance list changes over time. There-
fore, finding an optimal threshold is a difficult task. Our Bayesian decision model is
efficient and flexible. It can be used in both static and dynamic collaboration envi-
ronments. Equipped with this Bayesian decision model, our acquaintance selection
algorithm can find the smallest set of best acquaintances that can maximize the accu-
racy of intrusion detection. Based on this acquaintance selection algorithm, our ac-
quaintance management method uses a probation list to explore potential candidates
for acquaintances and balances the cost of exploration and the speed of updating the
acquaintance list.

8.3 IDS Identification and Feedback Aggregation

Before aggregating the feedback from an acquaintance, an IDS should first learn the
qualification of all candidate IDSs. In this section, a Bayesian learning model is used
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Table 8.1: Summary of Notations

Symbol Meaning

X €{0,1} Random variable denoting whether or not there is an attack
Y €{0,1} Random variable of positive or negative diagnosis from an IDS
A feedback instance vector from acquaintances

Feedback vector from acquaintances

Set of acquaintance candidates

Set of acquaintances

The acquaintance list length

The decision of raising alarm or not

The risk cost of false alarms and miss intrusions

() The maintenance cost of acquaintances

Crp,Crn Unit cost of false alarm and miss intrusion

Unit cost of maintaining each acquaintance

, T Priory probability of no-intrusion and with-intrusion

True positive rate and false positive rate of IDS i
Forgetting factor of the past experience

§§m~2&e«g-<<<

=530
o>

to evaluate the detection accuracy including false positive (FP) rate and true positive
(TP) rate of the candidates (IDS identification). A Bayesian decision model is then
used to optimally aggregate feedback from acquaintances, which minimizes the cost
of false decisions.

8.3.1 Detection Accuracy for a Single IDS

To better capture the qualification of an IDS, we use both false positive (FP) and true
positive (TP) rates to represent the detection accuracy of an IDS. Let 7 denote the
set of acquaintances and random variables F; and 7; denote the FP and TP rates of
acquaintance k € o7, respectively. FP is the probability that the IDS gives a positive
diagnosis (under-attack) under the condition of no-attack, and TP is the probability
that the IDS gives a correct positive diagnosis under the condition of under-attack.
Let random variable X € {0, 1} represent the random event on whether or not there
is an attack, and let random variable ¥ € {0, 1} denote whether or not the IDS makes
a positive diagnosis. Then FP and TP can be written as P[Y = 1|X = 0] and P[Y =
1|X = 1], respectively. The list of notations is summarized in Table 8.1.

Let % and 7 be the probability density functions of Fj and T; whose support
is [0, 1]. We use the notation Zy : ¥; = 1|X =0 and Z; : ¥, = 1|X = 1 to represent the
conditional variables that acquaintance k gives positive decision under the conditions
where there is no attack and there is an attack, respectively. They can be seen as
two independent random variables satisfying a Bernoulli distribution with successful
rates Fy and Ty, respectively. The past experience with acquaintance k can be seen as
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the samples from the Bernoulli distributions. According to the Bayesian probability
theory [76], the posterior distribution of .%; and 7 given a set of observed samples
can be represented using a Beta function, written as follows:

Fi~ Beta(x|af, B) = <<°‘k>+5§3)x“”1 (1-x)Pi, (8.1)
-1 o
T~ Bea(ulad Bl) = pob By 1y, (82)

where I'(+) is the gamma function [87], and its parameters a, ¢! and 8, B/ are
given by

U 0 U 0
06]9 = Z )Ltk‘jrl(c),j ﬁl? — Z Al}«j(l — rl({)’j);
=1 j=1
ST ]
o =Y Alin, Z A1 =1y ), (8.3)
i=1 i=1

where Oc,?, ﬁ,? , (xkl ,[3,(1 are the cumulated instances of false positive, true negative, true
positive, and false negative, respectively, from acquaintance k. r,?y i€ {0,1} is the j-th
diagnosis result from acquaintance k under no-attack. r,?_y = 1 means the diagnosis
from k is positive while there is actually no attack happening; r,?’ I 0 means oth-
erwise. Similarly, "11, i€ {0,1} is the j-th diagnosis data from acquaintance k under
attack, where r,i.O = 1 means that the diagnosis from & is positive under attack, and
r,LO = 0 means otherwise. Parameters 7 ; and 3 ; denote the time elapsed since the
j-th feedback is received. A € [0,1] is the forgetting factor on the past experience.
A small A makes old observations quickly forgettable. We use exponential moving
average to accumulate past experience so that old experience takes less weight than
new experience. u is the total number of no-attack cases among the past records and
v is the total number of attack cases.

To make the parametric updates scalable to data storage and memory, we can use
the following recursive formula to update a,?, otkl and ﬁ,? , Bkl

al(t) = M’?‘f‘ff?'?ff”a,z"<r;”j D
B ()

AT e (8.4)
where [ = 0,1 and j— 1 indexes the previous data point used for updating oy or
B;". Through this way, only the previous state and the current state are required to
be recorded, which is efficient in terms of storage compared to when all states are
recorded in Equation (8.3).

8.3.2 Feedback Aggregation

When an IDS detects suspicious activities and is not confident about its decision, it
sends out the description of the suspicious activities or the related executable files to
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its collaborators for consultation. The node receives diagnosis results from its collab-
orators, denoted by vector y = {y1,¥2, .., ¥|z| }, Where y; € {0, 1}, for 0 <i < |.</], is
the feedback from acquaintance i. We use X € {0, 1} to denote the scenario of “no-
attack” or “under-attack,” and Y € {0,1}/’! to denote all possible feedback from
acquaintances. The conditional probability of an IDS being “under-attack™ given the
diagnosis results from all acquaintances can be written as P[X = 1|Y =y]. Using
Bayes’ Theorem [120] and assuming that the acquaintances provide diagnoses inde-
pendently and their FP rate and TP rate are known, we have

PX =1]Y=Y]
B PY =y|X =1]P[X = 1]
PlY =y|X = 1]PX = 1]+P[Y =y|X = 0]P[X = 0]
oI T (1= 1)t w
RIH\W\ TYk( —T)! _yl‘""ﬂ:OHl%l Fy"(l Fk)l—yk’

(8.5)

where my = P[X = 0] and m; = IP[X = 1], such that @ + m = 1, are the prior prob-
abilities of the scenarios of “no-attack” and “under-attack,” respectively. y; € {0, 1}
is the k-th element of vector y.

Becaue T; and F; are both random variables with distributions as in Equations
(8.1) and (8.2), we can see that the conditional probability P[X = 1|Y =y] is also
a random variable. We use a random variable P to denote P[X = 1Y =y|. Then P
takes a continuous value over domain [0, 1]. We use fp(p) to denote the probability
density function of P.

When o and f are sufficiently large, a Beta distribution can be approximated by

Gaussian distribution according to Beta(ct, ) ~ N (ﬁ, W) . Then
the density function of P can be also approximated using Gaussian distribution. By

Gauss’s approximation formula, we have

1

7 I1.7 | E[F
m I BT

E[P]

Q

1-E[R]) Y
1-E[1])' %

il Pl

1
= . (8.6)
| o +B B
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Let Cy, and Cy,, denote the marginal cost of an FP decision and an FN decision.
We assume there is no cost when a correct decision is made. We use marginal cost
because the cost of an FP may change in time depending on the current state. Cy,
largely depends on the potential damage level of the attack. For example, an intruder
intending to track a user’s browsing history may have lower Cy, than an intruder
intending to modify a system file. We define a decision function 8(y) € {0,1}, where
6 = 1 means raising an alarm and 6 = 0 means no alarm. Then, the Bayes risk can
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be written as

RE) = [ (Crpl1—95+Crx(1—8)) 0

1 1
5Cfp/0 (1=p)fe(p)dp+(1—0)Cys A pfe(p)dp

1 1
- /0 Cuxfo(x)dxt 8 <cf,, — (Cpp+Cpa) /0 xfp (x)dx)
= CpE[P]+8(Crp— (Crp+Cra)E[P]), 8.7)

where fp(p) is the density function of P. To minimize the risk R(J), we need to
minimize 6(Cy, — (Cyp + Crn)E[P]). Therefore, we raise an alarm (i.e., 8 = 1) if

Cy
E[p] > —12 (8.8)
[ } Cfp + Cfn
Lett= S be the threshold. If E[P] > 7, we raise an alarm; otherwise no alarm

Crp+Crn
is raised. The corresponding Bayes risk for the optimal decision is

Crp(1—E[P)) ifE[P|> T,
R(8) = (8.9)
CrE[P] otherwise.

An example of the Bayes risk for optimal decisions when Cy, =1 and Cy, =5 is
illustrated in Figure 8.1.

8.4 Acquaintance Management

Intuitively when an IDS consults a larger number of acquaintances, it can achieve
higher detection accuracy and lower risk of being compromised. However, having
more acquaintances causes higher maintenance cost because the IDS needs to allo-
cate resources for each node in its acquaintance list. When an IDS makes a decision
about how many acquaintances to recruit, both the intrusion risk cost and the main-
tenance cost should be taken into account. When adding a node as an acquaintance
does not lower the total cost, then the node shall not be added to the acquaintance
list. However, how to select acquaintances and how many acquaintances to include
are crucial to building an efficient IDN. In this section we first define the acquain-
tance selection problem, and then a corresponding solution is devised to find the op-
timal set of acquaintances. Finally, we use an acquaintance management algorithm
for IDSs to learn, recruit, update, or remove their acquaintances dynamically.

8.4.1 Problem Statement

Let 7; denote the set of acquaintances of IDS i. Let M;(.<%) be the cost for IDS i to
maintain the acquaintance set <. We use R;(.<7) to denote the risk cost of missing
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Parameters:
08 7 820 821 Cfp=1 ) Cfn=5 7

R[3]

0.4 T

0.2 .

E[P]

Figure 8.1: Bayes risk for optimal decisions when Cy, = 1 and Cy, = 5.

intrusions and/or false alarms for IDS i, given the feedback of acquaintance set <.
In the rest of this section, we drop subscript i from our notations for the convenience
of presentation.

Our goal is to select a set of acquaintances from a list of candidates so that the
overall cost R(.27) + M (/) is minimized. We define the problem as follows:

Given a list of acquaintance candidates €, we need to find a subset of acquain-
tances of C €, such that the overall cost R(</) + M (/) is minimized.

In practice, the maintenance cost of acquaintances may not be negligible because
acquaintances send test messages/consultations periodically to ask for diagnosis. It
takes resources (CPU and memory) for the IDS to receive, analyze the requests, and
reply with corresponding answers. The selection of M;(.) can be user defined on
each host. For example, a simple maximum acquaintance length restriction can be
mapped to M(«/) = Cmax(|</| — L,0), where L € 4" is the acquaintance length
upper-bound and C € [0, o) is the penalty of exceeding the bound.

The risk cost can be expressed as

R(e/) = CfuP[8 = 0]X = 1]P[X = 1]
+CyP[8 = 1|X = 0]P[X = 0],

where Cy,, Cy, denote the marginal cost of missing an intrusion and raising a false
alarm, respectively. P[X = 1] = m;, P[X = 0] = m are the prior probabilities of under-
attack and no-attack, where 7y + 7 = 1. Note that in practice, 7| can be learned from
the history and be updated whenever a new threat is found. A moving average method
can be used to update the estimated value.
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The above equation can be further written as

R(<) = Cpmy Y PIY =y|X =1] (8.10)
vye{0,1}11|5(y)=0
+Cppo Y PIY =y|X =0]
vye{0,1}1|8(y)=1
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where T;, F; are the TP rate and FP rate of acquaintance i, respectively.

of . -

 CumIL (B —T)
- o R T

Cfpnonl‘:l‘ (F)Yi(1—F;)t-vi

f(y)

Vy € {0,1}/|8(y) = 1 refers to the combination of decisions that causes the system
to raise an alarm, and vice versa.

8.4.2 Acquaintance Selection Algorithm

To solve such a subset optimization problem, the brute-force method is to examine
all possible combinations of acquaintances and select the one that has the least over-
all cost. However, the computation complexity is O(2"). It is not hard to see that the
order of selecting acquaintances does not affect the overall cost. We use an acquain-
tance selection algorithm based on a heuristic approach to find an acquaintance set
that achieves satisfactory overall cost. In this algorithm, the system always selects
the nodes that bring the lowest overall cost.

For ease of demonstration, we assume the maintenance cost can be written as
follows:

M() =Cyl =Cy| |, (8.11)
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where C, is the unit maintenance cost of each acquaintance, which includes the cost
of communication, detection assistance, and test messages. Note that any other form
of maintenance cost can be easily included in the algorithm.

Algorithm 8.1 Acquaintance Selection (€, Lyin, Liax)
Require: A set of acquaintance candidates ¢
Ensure: A set of selected acquaintances ./ with minimum length L,,;, and max
length L,,,, that brings the minimum overall cost
I: Quit = false //quit the loop if Quit = true
2.9 <0
3: U = min(myCyp, mCyy,) /initialize the overall cost while there is no acquain-
tance. min(?ton,,7 b Cf,,) is the cost when a node makes a decision without feed-
back from collaborators
4: while Quit = false do
5 /lselect the node that reduces cost most in each iteration
Doy = —MAXNUM //initialize the maximum cost reduction to the lowest
possible
7. forallec % do
8: o =/ Ue
: ifU—R(&/) —M(4/) > Dpqy //see Equation (8.10) and Equation (8.11) for
R(%/) and M(</) then

10: Dypax=U—R()—M (<)
11: Cmax — €

12: end if

13: o = o/ \ e l/remove e from &7
14:  end for

15:  if (Dyax > 0 and |97 | < Lypgy) OF |97| < Ly, then
16: A = Uepax

17: € =€ \ emax llremove e, from €
18: U =U — Dpax

19:  else

20: Quit = true

21:  end if

22: end while

As shown in Algorithm 6.1, in the beginning, the acquaintance list is empty. The
initial cost is the minimum cost of the decision based only on the prior information
(line 3). For each loop, the system selects a node from the acquaintance candidate
list that brings the lowest overall cost and stores it into e, (lines 7-14), where U —
R(4/) —M(</) is the amount of cost reduced by adding a node to the acquaintance
list. When such a node is found, it is then moved to the acquaintance list if the current
acquaintance length is less than L,,;, or the cost is reduced by adding the new node
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and the acquaintance length does not exceed L,;,4,. The loop stops when no node can
be added into .27 any further.

8.4.3 Acquaintance Management Algorithm

In the previous section we devised an algorithm to select acquaintances from a list of
candidates. However, collaboration is usually based on mutual consensus. If node A
selects B as an acquaintance but B does not select A (nonsymmetric selection), then
the collaboration is not established.

We employ a distributed approach for an IDS in the IDN to select and manage
acquaintances and a consensus protocol to allow an IDS to deal with the nonsym-
metric selection problem. To improve the stability of the acquaintance list, we use a
probation period on each new IDS collaborator so that IDSs have time to learn about
any new candidates before considering it as an acquaintance. For this purpose, each
IDS maintains a probation list, where all new nodes remain during their probation
periods. A node also communicates periodically with nodes in its probation list to
evaluate their detection accuracy. The purpose of the probation list is thus to explore
potential collaborators and keep introducing new qualified nodes to the acquaintance
list.

Suppose that node i has two sets «7; and &;, which are the acquaintance list
and the probation list, respectively. The corresponding false positive rate and true
positive rate of both sets are Fl-”, Tid and FI-‘@, Tl(} To keep learning the detection
accuracy of the acquaintances, a node sends test messages to nodes periodically in
both the acquaintance list and the probation list, and keeps updating their estimated
false positive rates and true positive rates. Let [ be the maximum number of IDSs
in both the acquaintance and the probation list. We set this upper-bound because the
amount of resources used for collaboration is proportional to the number of acquain-
tances it manages. [ is determined by the resource capacity of each IDS. Let /™"
be the minimum length of a probation list and g be the parameter that controls the
length of the probation list [” compared to the length of acquaintance list /%, such that
pmin < P < ql®. The parameters min and q are used to tune the trade-off between the
adaptability to the situation where nodes join or leave the network frequently (“high
churn rate”), and the overhead of resources used for testing new nodes.

The acquaintance management procedure for each node is shown in Algorithm
6.2. The acquaintance list 7 is initially empty and the probation list & is filled by
I’ random nodes to utilize the resources in exploring new nodes. An acquaintance
list updating event is triggered every ¢, time units. </ is updated by including new
trusted nodes from &?. A node that stays at least ¢, time units in probation is called
a mature node. Only mature nodes are allowed to join the acquaintance list (lines
15-21). Mature nodes with bad qualification will be abandoned right away. After
that, the acquaintance selection algorithm is used to find the optimal candidate list.
Collaboration requests are sent out for nodes that are selected in the optimal list. If
an acceptance is received before the expiration time, then the collaboration is con-
firmed; otherwise the node is abandoned (lines 22-26). Then & is refilled with new
randomly chosen nodes (lines 28-31).
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Algorithm 8.2 Managing Acquaintance and Probation Lists

1:

ey S S S
X FDINE R 72

19:
20:
21:
22:
23:
24:
25:
26:

27:
28:
29:
30:
31:
32:
33:

R A A T i

Initialization :
o/ < ( //Acquaintance list.
& < ( //Probation list.
[P = [™™ [/initial Probation length
/[Fill & with randomly selected nodes
while | 22| < 17 do
e <= select a random node
P <= PUe
end while
set new timer event(z,, “SpUpdate”)

: Periodic Maintenance:

at timer event ev of type “SpUpdate” do

: //Merge the first mature node into the acquaintance list.

e < selectOldestNode( )

: € < o/ /% is the temporary candidate list
. ift, > t, /It is the age of node e in the probation list then

P =P\e
if T, > T,in and F, < F,4, //T, and F, are the true positive rate and false positive
rates of the node e then
€ < € Ue
end if
end if
/IConsensus protocol
-/ =Acquaintance Selection(, ", max(I"", 4 1"*))
//Send requests for collaboration and receive responses
Sacep <= RequestandReceiveCollaboration(S, timeour )
& <= Succp /Only nodes that accept the collaboration invitations are moved into
the acquaintance list
/IRefill & with randomly selected nodes
while | 2| < max(q|</|,™") do
e < Select a random node not in &7
P =P Ue
end while
set new timer event(z,, “SpUpdate”)
end timer event
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Several properties are desirable for an effective acquaintance management algo-
rithm, including convergence, stability, robustness, and incentive compatibility for
collaboration. When our acquaintance management is in place, we are interested to
know with whom the IDS nodes end up collaborating and how often they change
their collaborators.

In Section 8.5 we evaluate our acquaintance management algorithm to determine
whether or not it achieves the above properties.

8.5 Evaluation

In this section we describe the conducted simulation to demonstrate the desirable
properties of our acquaintance management algorithm. We evaluate the cost effi-
ciency of our Bayesian decision model, cost and time efficiency of the acquaintance
selection algorithm, and several desired properties of the acquaintance management
algorithm. Each simulation result presented in this section is derived from the aver-
age of a large number of replications with an overall negligible confidence interval.

8.5.1 Simulation Setting

We simulate an environment of n IDS peers collaborating together by adding each
other as acquaintances. We adopt two parameters to model the detection accuracy
of each IDS, namely false positive rate (FP) and false negative rate (FN). Notice
that in reality most IDSs have low FP (< 0.1) and FN is normally in the range of
[0.1,0.5] [114]. This is because false positives can severely damage the reputation
of the product, so vendors strive to maintain their FP rate at a low level. In our ex-
periment, we select parameters that reflect real-world properties. To test the detection
accuracy of acquaintances, each peer sends test messages where their correct answers
are known beforehand. Test messages are sent following a Poisson process with av-
erage arrival rate R. R will be determined in the next subsection. We use a simulation
day as the time unit in our experiments. The diagnosis results given by an IDS are
simulated following a Bernoulli random process. If a test message represents a be-
nign activity, the IDS i raises an alarm with a probability of FP;. Similarly, if the test
message represents intrusions, an alarm will be raised with a probability of 1—-FN;.
All parameter settings are summarized in Table 8.2.

8.5.2 Determining the Test Message Rate

The goal of our first experiment is to study the relationship between test message
rates and FP, FN learning speed. We simulate two IDSs A and B. A sends B test
messages to ask for diagnosis, and learns the FP and FN of B based on the quality of
B’s feedback. The learning procedure follows Equations (8.1), (8.2), and (8.3). We
fix the FN of B to 0.1, 0.2, and 0.3 respectively. Under each case, we run the learning
process under different test message rates, 2/day, 10/day, and 50/day, respectively.
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Table 8.2: Simulation Parameters

Parameter  Value Description
R 10/day Test message rate

A 0.95 Forgetting factor
C¢p/Crn 20/100  Unit cost of false positive/negative decisions
C, 0.01 Maintenance cost of one acquaintance

tp 10 days Probation period

ty 1 day Acquaintance list update interval

Jini 10 Initial probation length
[mex 20 Maximum total number of acquaintances
[min 2 Minimum probation list length
Tmin 0.5 Minimum acceptable true positive rate
Frax 0.2 Maximum acceptable false positive rate
q 0.5 Length ratio of probation to acquaintance list

b1 0.1 Prior probability of intrusions

We observe the change in estimated FN over time, plotted in Figure 8.2. We see that
when R is 2/day, the estimated FN converges after around 30 days in the case of FN
= 0.2. The converging time is slightly longer and shorter in the cases of FN = 0.3 and
FN = 0.1, respectively. When R is increased to 10/day, the converging time decreases
to around 10 days. In the case of R = 50/day, the corresponding converging time
is the shortest (around 3 days) among the three cases. Increasing the test message

0.5 T T

0.45 R=2/day —— n
04 R=10/day —— |
: R=50/day

0.35 -
03 | FN=0.3
0.25 ff .
oz | FN=0.2
01 FN=0.1

0 10 20 30 40 50
Days

Estimated FN Rate

Figure 8.2: The convergence of learning speed and the test message rate.
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Figure 8.3: The distribution of estimated FN rate (R = 10/day).

rate R to 50/day does not reduce much learning process time. Based on the above
observation, we choose R = 10/day and the probation period ¢, to be 10 days as our
system parameters. In this way, the test message rate is kept low and the learned FN
and FP values converge after the probation period.

The second experiment is to study the efficiency of learning results after our
chosen probation period. We fix R = 10/day, f, = 10/day, and randomly choose FN
of node B uniformly among [0, 1]. We repeat the experiments 100 times with different
FNs. The FNs estimated using our learning process until the end of probation period
are plotted in Figure 8.3. We can see that in all different settings of FNs, the estimated
FN rates are close to the actual FN rates after the probation period.

8.5.3 Efficiency of Our Feedback Aggregation

In this experiment, we evaluate the effectiveness of our Bayesian decision based
feedback aggregation by comparing it with a threshold based aggregation. We have
described our Bayesian decision model in Section 8.3.2. In a simple threshold based
feedback aggregation method, if the number of IDSs reporting intrusions is larger
than a predefined threshold, then the system raises an alarm. The threshold-based
decision is used in N-version cloud antivirus systems [114].

We set up eight IDSs {IDS,IDSy, ...,IDS7} with their FP and FN rates randomly
chosen from the range [0.1, 0.5]. IDS( sends consultations to all other IDSs, collects
and aggregates feedback to make intrusion decisions. The costs of false positive and
false negative decisions are Cr,=20 and Cy,=100 respectively. We compare the aver-
age false detection cost using the Bayesian decision model and the simple threshold-
based approach. Figure 8.4 shows that the cost of threshold decision largely depends
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Figure 8.4: Comparison of cost using threshold decision and Bayesian decision.

on the chosen threshold value. An appropriate threshold can significantly decrease
the cost of false decisions. In contrast, the Bayesian decision model does not depend
on any threshold setting and prevails over the threshold decision under all threshold
settings. This is because the threshold decision treats all participants equally, while
the Bayesian decision method recognizes different detection capabilities of IDSs and
takes them into account in the decision process. For example, if an IDS asserts that
there is intrusion, our Bayesian model may raise an alarm if the IDS has a low FP rate
and ignores the warning if the IDS has a high FP rate. However, the threshold-based
decision model will either raise an alarm or not based on the total number of IDSs
that raise warnings and compare it with a predefined threshold, irrespective of the
individual that issued the warning.

8.5.4 Cost and the Number of Collaborators

We define risk cost to be the expected cost from false decisions such as raising false
alarms (FP) and missing the detection of an intrusion (FN). We show that introducing
more collaborators can decrease the risk cost. In this experiment we study the impact
of the number of collaborators on the risk cost. We set up four groups with an equal
number of IDSs. Nodes in all groups have the same FP rate of 0.03, but their FN
rates vary from 0.1 to 0.4, depending on the group they are in. Inside each group,
every node collaborates with every other node. We are interested in the risk cost as
well as the maintenance cost. The maintenance cost is the cost associated with the
amount of resource that is used to maintain the collaboration with other nodes, such
as answering diagnosis requests from other IDSs. Because our purpose is to capture
the concept of maintenance cost but not to study how much it is, we assume the
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Figure 8.5: The average cost under different collaborator quality.

maintenance cost to be linearly proportional to the number of collaborators with a
unit rate C, = 0.01 (see Table 8.2).

We increase the size of all groups and observe the average cost of nodes in each
group. From Figure 8.5 we can see that in all groups, the costs drop down fast in
the beginning and slow down as the groups’ sizes increase. After an optimal point
(marked by large solid circles), the costs slowly increase. This is because when the
number of collaborators is large enough, the cost saving by adding more collabora-
tors becomes small, and the increment of maintenance cost becomes significant. We
find that groups with higher detection accuracy have lower optimal costs. Also, they
need a smaller number of collaborators to reach the optimal costs. For example, in
the case of FN = 0.4, 13 collaborators are needed to reach the optimal cost, while
the number of collaborators required is 5 in the case of FN = 0.1.

8.5.5 Efficiency of Acquaintance Selection Algorithms

We learned in the previous section that when the number of collaborators is large
enough, adding more collaborators does not decrease the overall cost because of
the associated maintenance cost. An acquaintance selection algorithm is described in
Algorithm 3. In this section 10.2 we compare the efficiency of acquaintance selection
using the brute-force algorithm and our acquaintance selection algorithm. We create
15 IDSs as candidate acquaintances with FP and FN rates randomly chosen from
intervals [0.01,0.1] and [0.1,0.5], respectively. Both algorithms are implemented in
Java and run on a PC with AMD Athlon dual core processor 2.61 GHz, and with 1.93
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Figure 8.6: The cost using different acquaintance selection algorithms.

GB RAM. We start the candidate set size from 1 and gradually increase the size. We
observe the cost efficiency and running time efficiency of both algorithms.

Figure 8.6 shows that the brute-force algorithm performs slightly better with re-
spect to acquaintance list quality because the overall cost using its selected list is
slightly lower. However, Figure 8.7 shows that the running time of the brute-force
method increases significantly when the candidate set size exceeds 11, and contin-
ues to increase exponentially, while our algorithm shows much better running time
efficiency. These experiments suggest to use the brute-force method only when the
size of candidates list is small (< 11). When the candidates list is large, our greedy
algorithm should be used to select acquaintances.

8.5.6 Evaluation of Acquaintance Management Algorithm

In this experiment we study the effectiveness of our acquaintance management al-
gorithm (Algorithm 4). We set up a simulation environment of 100 nodes. For the
convenience of observation, all nodes have a fixed FP rate of 0.1 and their FN rates
are uniformly distributed in the range of [0.1,0.5]. All nodes update their acquain-
tance list once a day (#,=1). We observe several properties: convergence, stability,
robustness, and incentive compatibility.

8.5.6.1 Convergence

Our first finding about our acquaintance management algorithm is that IDSs converge
to collaborating with other IDSs with similar detection accuracy levels. We observed
through experiments that IDSs collaborate with random other nodes in the network
in the beginning (Figure 8.8). After a longer period of time (200 days), all IDSs col-
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Figure 8.7: The running time using different acquaintance selection algorithms.
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Figure 8.8: Acquaintances distribution on day 25.
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Figure 8.9: Acquaintances distribution on day 200.

laborate with others with similar detection accuracy, as shown in Figure 8.9. Our
explanation is that the collaboration between pairs with high qualification discrep-
ancy is relatively not stable because our collaboration algorithm is based on mutual
consensus and consensus is hard to reach between those pairs.

Figure 8.10 plots the average overall cost in the first 365 days of collaboration
for three nodes with FN values 0.1,0.3, and 0.5, respectively. In the first 10 days, the
costs for all nodes are high. This is because all collaborators are still in the probation
period. After day 10, all cost values drop down significantly. This is because collab-
orators pass the probation period and start to contribute to intrusion decisions. The
cost for high expertise nodes continues to drop while the cost for low expertise nodes
increases partially after around day 20, and stabilizes after day 50. This is because
the acquaintance management algorithm selects better collaborators to replace the
initial random ones. We can see that the collaboration cost of nodes converges with
time and becomes stable after the initial phase.

8.5.6.2 Stability

Collaboration stability is an important property because the collaboration between
IDSs is expected to be long term. Frequently changing collaborators is costly because
IDSs need to spend a considerable amount of time learning about new collaborators.
In this experiment, we record the average time span of all acquaintances from the
time they pass the probation period until they are replaced by other acquaintances.
The result is shown in Figure 8.11, where the average collaboration time spans for
three selected nodes are shown with different point shapes. We can see that collab-
oration among nodes with similar expertise levels is more stable than that between
nodes with different expertise levels. For example, nodes with low FN = 0.1 form
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stable collaboration connections with other nodes with low FN (around 180 days in
average), while the collaboration with IDSs with high FN is short (close to 0 day in
average).

8.5.6.3 Incentive Compatibility

Collaboration among IDSs is expected to be a long-term relationship. Incentive is
important for the long-term sustainability of collaborations because it provides mo-
tivation for peers to contribute [51, 61]. We compare the average overall cost of all
nodes with different FN rates under three different conditions, namely no collab-
oration, fixed acquaintances collaboration (acquaintance length = 8), and dynamic
acquaintance management collaboration. Figure 8.12 shows the distribution of the
converged cost of all nodes. We can observe that the costs of all IDSs is much higher
when no collaboration is performed in the network. On the other hand, collaborating
with random fixed acquaintances can significantly reduce the cost of false decisions,
however, the cost of high expertise nodes and low expertise nodes are very close.
With our dynamic acquaintance management, high expertise nodes achieve much
lower cost than nodes with low expertise, which reflects an incentive design of the
collaboration system. Therefore, the system provides motivation for nodes to update
their knowledge base and behave truthfully in cooperation.

8.5.6.4 Robustness

Robustness is a desired property of an IDN because malicious users may try to at-
tack the collaboration mechanism to render it ineffective. We focus on the betrayal
attack in this experiment. To study the impact from one malicious node, we set up
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a collaboration scenario where IDSg is collaborating with a group of other IDSs
with FP=0.1 and FN = 0.2. Among the group, one IDS turns to be dishonest af-
ter day 50 and gives false diagnoses. We observe the FP rate and FN rates of this
malicious node perceived by IDS(, and the impact on the risk cost of IDS( un-
der various collaborator group sizes. Figure 8.13 shows the perceived FP and FN
rates of the malicious node during each simulation day. We can see that the per-
ceived FP and FN increase rapidly after day 50. The malicious node is then removed
from the acquaintance list of IDSy when its perceived FP and FN are higher than a
predefined threshold. The cost of IDSy under a betrayal attack is depicted by Fig-
ure 8.14; we notice that the betrayal behavior introduces a spike of cost increment
under all group sizes, but the magnitude of the increment decreases when the number
of collaborators increases. However, the system can efficiently learn the malicious
behavior and recover to normal by excluding malicious nodes from the acquaintance
list.

8.6 Conclusion and Future Work

In this chapter we presented a statistical model to evaluate the trade-off between the
maintenance cost and the intrusion cost, and an effective acquaintance management
method to minimize the overall cost for each IDS in an IDN. Specifically, we adopted
a Bayesian learning approach to evaluate the accuracy of each IDS in terms of its
false positive and true positive rates in detecting intrusions. The Bayes’ Theorem is
applied for the aggregation of feedback provided by the collaborating IDSs. Our ac-
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quaintance management explores a list of candidate IDSs and selects acquaintances
using an acquaintance selection algorithm. This algorithm is based on a greedy ap-
proach to find the smallest number of best acquaintances and minimize the cost of
false intrusion decisions and maintenance. The acquaintances list is updated period-
ically by introducing new candidates that pass the probation period.

Through a simulated IDN environment, we evaluated our Bayesian decision
model against threshold-based decision models, and acquaintance selection algo-
rithm against a brute-force approach. Compared to the threshold-based model, our
Bayesian decision model performs better in terms of the cost of false decisions. Com-
pared to the brute-force approach, our algorithm achieves similar performance but
requires much less computation time. Our acquaintance management is also shown
to achieve the desirable properties of convergence, stability, robustness, and incentive
compatibility.

As future work, we plan to investigate other, more sophisticated attack models
on the collaboration mechanism and integrate corresponding defense techniques. Ro-
bustness of the acquaintance management system is particularly critical if extended
to support IDS peer recommendations. In this case, malicious IDSs may provide
untruthful recommendations about other IDSs [104, 140, 152], or worse, collide to
collaboratively bring down the system.
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9.1 Introduction

So far in this book we have focused on the design of consultation-based intrusion de-
tection networks, where IDSs send consultation requests to collaborators when they
observe suspicious activities. However, sending consultation requests may not be fa-
vorable to all users because the information about suspicious observations may con-
tain confidential content that users do not want to share with others. Indeed, privacy
breaches might be a concern for some users in a consultation-based IDN. In turn,
knowledge-based IDNs do not have this problem and can be an alternative choice for
IDS collaboration. A knowledge-based IDN can be defined as an overlay network
that allows IDSs to share intrusion detection knowledge, such as blacklists, mal-
ware signatures, or intrusion detection rules, with others. However, how to propagate
knowledge to the right recipients without excessive communication overhead is a
challenging problem. Furthermore, an effective knowledge propagation mechanism
should also be incentive compatible, which encourages participants to share knowl-
edge actively and honestly, and robust to minimize the negative impact of malicious
insiders. This chapter discusses an incentive-compatible knowledge-based intrusion
detection networks, particularly emphasizing the propagation mechanism design.
How to protect computers and devices from cyber attacks has been an active
research topic since the1980s. However, defencs against attackers has always been
a challenging problem because a defender has to know all the possible attacks to
ensure network security, whereas an attacker only needs to know a few attack tech-
niques to succeed. Traditional IDSs work independently of each other and rely on
downloading intrusion detection knowledge from their corresponding security ven-
dors. However, one vendor often has incomplete knowledge of all attack techniques
and consequently systems can be easily compromised by zero-day attacks unknown
to their IDS vendors. A knowledge-based intrusion detection network allows IDSs
to utilize collective knowledge from others for more effective intrusion detection.
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The knowledge exchanged in IDNs can be from security vendors such as intrusion
detection rules and malware signatures. It can also be generated at the edge of the
network such as intrusion alerts, firewall logs, and blacklists. An effective knowledge
exchange mechanism must propagate knowledge in such a way to improve intrusion
detection efficiency overall. However, knowledge propagation itself can be the target
of malicious attacks and can also be taken advantage of by free-riders. For example,
compromised insiders can propagate a large amount of futile information to over-
whelm a target IDS, or benefit from peers’ intrusion knowledge without contributing
to the collaboration network. Therefore, robustness to various attacks and incentive
compatibility among peer IDSs are desirable properties of an effective IDN knowl-
edge sharing network.

However, existing IDNs often assume that all nodes are honest and altruistic.
Consequently, they are vulnerable to dishonest and opportunistic insiders. In this
chapter we address this challenge and presents a robust and incentive-compatible
IDN framework. The framework is based on a collaborative peer-to-peer network
structure, where IDSs share knowledge about currently prevailing attacks with others
in the network by means of pair-wise information exchange. We analyze the macro-
scopic propagation of intrusion detection knowledge in the network. A Bayesian
learning model is used for each IDS to evaluate the helpfulness of other IDSs and
identify spammers and malicious insiders. Each IDS determines the knowledge prop-
agation rate to others following a two-level game model that provides incentive com-
patibility and fairness to all participants. We develop a distributed dynamic algo-
rithms for each IDS to compute the optimal knowledge sharing rate, which converges
to a Nash equilibrium. Our simulation results demonstrate that our knowledge shar-
ing system has some desirable features for IDNs.

The highlights of this chapter are as follows: (1) A knowledge-based IDN and
design an automatic knowledge sharing mechanism. The latter is based on a de-
centralized two-level optimization framework to determine information propagation
rates among collaborators. An optimal knowledge sharing policy is used for each
node and we show the existence of a prime Nash equilibrium in the model and study
the knowledge propagation at the equilibrium. (2) Bayesian learning is employed for
each node to estimate the trust values of others based on the empirical data collected
by the node. A distributed dynamic algorithms is used to find the Nash equilibrium
and perform comprehensive simulations to demonstrate the efficiency, robustness,
incentive compatibility, fairness, and scalability of the knowledge sharing system.

The rest of the chapter is organized as follows. Section 9.2 provides an overview
of collaborative intrusion detection systems and information sharing paradigms. Sec-
tion 9.3 describes the knowledge sharing system framework. The system modeling
and analysis are elaborated in Section 9.4. We discuss the Bayesian learning of trust
values and the dynamic algorithms to find Nash equilibrium in Section 9.5. We eval-
uate the system using extensive simulations in Section 9.5. Finally, we conclude the
chapter in Section 9.7.
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9.2 Background

IDS collaboration networks utilize the collective intrusion information and knowl-
edge from other IDSs to improve accuracy in intrusion detection. Existing IDNs can
be categorized as knowledge-based and consultation-based. In a knowledge-based
IDN, IDSs share intrusion knowledge such as intrusion alerts, intrusion detection
rules, malware signatures, and blacklists with other nodes to improve overall intru-
sion detection efficiency for the whole network. Most works proposed in the past
few years are knowledge-based IDNs, such as [36, 44, 137, 149, 157]. They are
particularly effective in detecting epidemic worms and attacks, and new vulnera-
bility exploitations. In a consultation-based IDN, suspicious data samples are sent
to expert collaborators for diagnosis. Feedbacks from the collaborators are then ag-
gregated to help the sender IDS detect intrusions. Examples of such IDNs include
those described in [59, 72, 74], and [114]. Consultation-based IDNs are designed for
collaboration among different security vendors and are effective in detecting some
intrusion types such as malware and spam.

Information sharing among IDNs can be either centralized or decentralized. In
centralized sharing, such as [137], nodes collect intrusion data and send them to a
central node for analysis. In decentralized sharing, the workload of data analysis is
distributed. Information routing in IDNs can follow a hierarchical structure [149]
where data is passed up to parent nodes, a structured P2P network [44] where data
is passed to a responsible node determined by hash mapping, or an unstructured P2P
network [46, 72] where data is passed to neighboring nodes. Our system is designed
based on an unstructured P2P network, where IDSs of similar interests and configu-
rations collaborate with each other.

Information and knowledge propagation in a community can be realized through
gossiping. Gossiping is a communication paradigm where information is propagated
through multi-hop pair-wise communication. Gossiping has been used to exchange
information in distributed collaborative intrusion detection, such as local gossip-
ing [52], and global gossiping [151]. Sharing observations from distributed nodes
is useful to detect and throttle fast-spreading computer worms. It is effective for
communications in ad hoc or random networks, where a structured communication
is difficult to establish. However, traditional gossiping relies on random pair-wise
communication and information flooding. Therefore, it is not suitable when the net-
work is large and the messages are only intended to be delivered to a small set of
nodes. Mailing list broadcasting can be seen as a special type of gossiping where one
node communicates with every other node in the network to deliver messages. Ran-
dom walk [46] can also be used to propagate intrusion alerts within an IDN, where
intrusion alerts start from a set of initial nodes and each node passes the information
received to a randomly chosen neighbor unless the received information is a dupli-
cate. However, random walk mechanisms are relatively slow in terms of propagation
speed, and the source node has no control over the number of receivers.

Publish-subscribe systems can also be used for information delivery among IDSs,
such as [44, 157]. Compared to gossiping, publish-subscribe systems allow cus-
tomized information delivery. They can be either topic-based [117], or content-based,
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such as [44, 157]. In a topic-based system, publishers and subscribers are connected
by predefined topics; content is published on well-advertised topics to which users
can subscribe based on their interests. In a content-based system, users’ interests
are expressed through queries, and a content filtering technique is used to match the
publishers’ content to the subscriber. However, a simple publish-subscribe system
does not take the quality of the information into consideration. It also does not pro-
vide incentives for IDSs to contribute to the collaboration network. Our system not
only measures the trust of nodes, but also ensures incentive-compatible knowledge
sharing.

9.3 Knowledge Sharing IDN Architecture

This section describes the architecture design of a knowledge-based IDN, including
the IDN topology, network operation, and knowledge propagation protocol.

9.3.1 Network Topology

In our knowledge-based IDN, nodes are organized into a collaborative peer-to-peer
network (Figure 9.1). Each node maintains a list of collaborators to communicate
and exchange intrusion detection knowledge with. We call such a list an acquain-
tance list. The acquaintance list contains the collaborators’ IDs, IP addresses, public
keys, and trust values. Note that the acquaintance relationship is symmetric, that is,
if node i is on node j’s acquaintance list, then node j is on node i’s acquaintance
list. Intrusion detection knowledge is propagated from a node to its acquaintances in
a pair-wise manner. The knowledge will be further propagated once it is proven to
be effective on the receiver side, for example, resulting in high detection rates. Ef-
fective knowledge can be propagated to a large number of nodes through multi-hop
peer-to-peer network communications.

To illustrate, we will focus in the remainder of this chapter on a collaborative
IDN facilitating Snort rules sharing between Snort IDSs. Snort is an open-source
network-based intrusion detection system (NIDS). An isolated Snort NIDS relies on
downloading intrusion detection rules from a central server to keep its knowledge
up to date. End users can also contribute Snort rules, such as rules against zero-day
attacks, and update the new rules to the central server for verification. The central
server verifies the new rules and pushes the useful ones to end users. However, in
this centralized rule sharing system, the large number of end user contributed rules
may be more than the central authority can handle and consequently cause a number
of useful zero-day attack rules not being verified in time to benefit other users. The
rest of this chapter discusses an architecture design of peer-to-peer (P2P) automatic
Snort rule sharing systems and P2P rule propagation mechanism design.
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Figure 9.1: Topology of a knowledge-based intrusion detection network, where IDSs
are connected to a peer-to-peer network and share intrusion detection knowledge
with others.

9.3.2 Communication Framework

The communication framework is built on a Chord [131] peer-to-peer (P2P) com-
munication overlay. Each node is assigned a key and maintains a finger table that
contains a list of other nodes for key search (e.g., routing) in the Chord ring. Each
node may have a long list of acquaintances and each acquaintance j has a certain
probability p;; € (0,1] to be chosen to receive knowledge from the sender node i.
A user on the receiver side evaluates knowledge (such as Snort rules) sent from its
neighbors and may choose to “accept” or “reject” the rule. The decision is then
recorded by a Bayesian learning algorithm to update the compatibility ratio of the
sender. The compatibility ratio from i to j is the probability that the rules from the
sender i are accepted by the receiver j. The higher a collaborator’s compatibility,
the more helpful it is in collaboration. The decision is also sent to a corresponding
knowledge feedback collector. The feedback collector is a random node in the P2P
network, determined by a key mapping function of the rule ID and the sender ID. The
corresponding node holding the key will host the feedback of the rule. Inexperienced
users can check feedback from others before they make their own decision whether
or not to accept the rule. Users can also report false positives and true positives about
the rule, so that the rule creator can collect feedback and make updates accordingly.
More details about the feedback collector are provided in Section 9.3.5.
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Figure 9.2: SMURFEN design of eight nodes on a Chord ring.

9.3.3 Snort Rules

Many intrusion detection systems, such as Snort, allow users to create and edit their
own detection rules in their rule base. Snort rules are certified by the Vulnerability
Research Team (Sourcefire), after being tested by security experts. Snort rules are
vulnerability-based and written in plain text, hence can be easily interpreted and
edited by users. Snort rules obtained from third parties can be adopted directly or
indirectly with some changes. Snort rules can be independent or can be grouped
together into rule units. The basic rule structure includes two logical sections: the
header section and the option section. The rule header contains the rule’s action,
protocol, source and destination IP addresses and network masks, and the source and
destination ports information. The rule option section contains alert messages and
information on which parts of the packet should be inspected to determine whether
the rule action should be taken [119]. Figure 9.3 illustrates a simple Snort rule. When
a TCP packet with the destination IP and port number matching the specified pattern
and data payload containing the specified binary content is detected, a “mounted
access” alert is raised.

Sometimes the rules can be interdependent of each other; then the dependent
rules shall be binded and shared as one unit. An example of interdependent rules is
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alert tcp any any -> 192.168.1.0/24 111 \
(content:"|00 01 86 a5|"; msg:"mountd access";)

Figure 9.3: An example Snort rule. (Adapted from [119].)

shown in Figure 9.4, where the second rule is triggered to record 50 packets after the
first rule is triggered.

9.3.4 Authenticated Network Join Operation

We can assume that there exists a traditional central authority (CA) from which all
nodes can obtain a public and private key pair. We enforce all knowledge exchanged
in the network to be encrypted by the receiver’s public key and signed by the sender’s
private key. Receivers can verify the sender of the knowledge by its signature.

When a new node attempts to join the network, it first contacts the CA to obtain
an ID and public/private keys, as well as a list of bootstrap nodes to join the collab-
oration network. Then, the new node contacts the bootstrap nodes to obtain initial
candidates for the acquaintance list.

When a node leaves the network temporarily, it can simply go offline. If a node
leaves the network permanently, it can notify the CA and its collaborators to remove
the node from their acquaintance lists. If a node goes offline or remains inactive for
a long time, its entry in its collaborators’ acquaintance lists may expire, and if so, it
has to renew its membership by initiating a new operation to join the network.

9.3.5 Feedback Collector

When a user receives new rules from the community, she/he may evaluate the rules
and determine whether or not to adopt the rule. A feedback collector is used to record
the feedback on the rules from users. Less experienced users may check the feedback
from others before making their decisions. As shown in Figure 9.5, rule author “A”

activate tcp !SHOME NET any -> SHOME NET 143 \
(flags: PA; content: "|E8COFFFFFF|/bin"; \
activates: 1;msq: "IMAP buffer overflow!\";)

dynamic tcp !$HOME NET any -> $HOME NET 143 \
(activated by: 1; count: 50;)

Figure 9.4: An example of dependent Snort rules. The first rule triggers the alert
and activates the second rule; The second rule records 50 packets after the first rule
is triggered. (Adapted from [119].)
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Figure 9.5: Feedback collection in SMURFEN. The malicious node M tries to leave
fraudulent feedback but was blocked because it does not match the bloom filter on
the feedback collector.

propagates a new rule i to its acquaintances R; and R;. Both rule receivers can re-
trieve and send feedback from/to the feedback collector C, which is a random node
in the P2P network determined by the key mapping of the creator and the rule ID.
Replicas collectors can be used to improve the availability of the feedback collector
service. All feedbacks are signed by their authors to prevent malicious tampering.

Moreover, to avoid feedback fraudulence, each feedback collector maintains a
bloom filter [43] of the authorized nodes list. The rule author hashes all of its ac-
quaintances into a bloom filter and passes it to the feedback collector. Only nodes
with hashed IDs matching the bloom filter are allowed to leave feedback on the
collector. The use of a bloom filter not only reduces the communication overhead
to transfer long acquaintance lists, but also avoids unnecessary information leaking
from the rule author.

9.3.6 Trust Evaluation and Acquaintance Management

Each node in the network shares its intrusion detection rules with their collaborators.
However, trust evaluation is necessary to distinguish good/bad nodes in the network.
For example, a malicious user may broadcast a large number of spam rules to others.
To distinguish malicious collaborators, each IDS evaluates the trust values of others
by rating the quality of the rules received from them. If a correct intrusion detection
is made according to the received knowledge, it is labeled “effective detection.” If
a false alarm is made, then it is labeled as “false detection.” If a knowledge results
in no detection after a certain period, then it is labeled “no detection.” A Bayesian
learning algorithm (Section 9.5) is then used to update the trust value of the sender
based on the aggregated quality of the knowledge received. An effective detection
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will increase the trust value of the sender and a false alarm will penalize it. The trust
value of node i perceived by node j can be seen as the level of helpfulness that node
i provides to the receiver node j. The more helpful a collaborator is, the higher its
trust value.

The collaboration relationship is based on mutual consent. Every new collabo-
rator candidate is assigned a low trust value at the beginning and needs to pass a
probation period before becoming a collaborator. During the probation period, the
trust value of the new candidate will be evaluated by its peers. When the probation
period expires, new candidates gaining high trust values will replace collaborators
with low trust values in the acquaintance list. Collaborators with trust lower than a
certain threshold will be removed and new ones will be recruited periodically.

9.3.7 Knowledge Propagation Control

Each IDS can share its intrusion detection rules with its collaborators. In our propa-
gation system, nodes propagate rules to receivers directly, and the receivers rank the
trust values of the senders based on the quality of the received knowledge. Knowl-
edge that contributes to “effective detection” can be further propagated to the col-
laborators of the receiving node (see Figure 9.6). Otherwise, it will not be further
propagated.

However, in such a network, free-riders may benefit from the collective knowl-
edge without contributing to the network. In addition, malicious insiders may send
excessive amounts of spam to others to downgrade the performance of a collaboration
network. To cope with these problems, nodes in our system propagate knowledge to
their collaborators at rates proportional to their trust values as well as their demand-
ing rates (requested sending rate). Each node sets its demanding rate to collaborators
based on its receiving capacity and the trust values of the collaborators. A decen-
tralized two-level game framework is designed to optimize independently the node’s

—
Round1

S

Round2

Figure 9.6: An example of knowledge propagation path.
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public utilities and private utility (see Section 9.4 for a detailed description). This
knowledge propagation scheme is incentive compatible and is robust to DoS attacks
from insiders.

9.3.8 An Example

For a better understanding of the rule sharing framework, we illustrate the mechanism
with an example (see Figure 9.2). Assume that user 1 (on node 1) detects a new
software vulnerability and creates a new Snort rule x to protect the system before the
official release from the VRT. User 1 is part of the rule sharing network. The new
rule is automatically propagated to its acquaintances through a propagation process
(described in Section 9.4). User 3 and user 7 receive rule x from user 1. The user
7 finds rule x to be useful to her/his network and can choose to accept or reject it.
The decision is then notified to a feedback collector on node 6. If the rule is adopted
and alerts are triggered by rule x, the decision of whether it is a true or false alarm
is also forwarded to node 6. Users can reject a formally accepted rule any time when
it causes large false positives or does not detect any attack after a certain amount
of time. Rule x is also propagated to node 3. If user 3 finds that the rule covers
vulnerabilities but does not have enough experience to judge the quality of the rule,
then she/he chooses to inspect the feedback from other users about the rule from the
feedback collector. The decision of acceptance or rejection can be delayed to allow
enough time for observation.

9.4 Knowledge Sharing and Propagation Model

As previously mentioned, in a gossiping-based information propagation model, in-
formation is disseminated in a pair-wise and multi-hop fashion. However, existing
gossip models are simplistic and either choose to propagate to all neighbors in turn
or randomly choose nodes in the network to propagate to. They do not capture the
quality of the information sender or the preference of the receiver. This section dis-
cusses the knowledge sharing control model used to decide how often an IDS should
propagate snort rules to its acquaintances, based on the quality of the sender and the
preference of the receiver, which are learned from previous interactions.

We model the rule sharing network into a set of n IDSs, denoted by .#". In the net-
work, IDSs contribute and share intrusion detection knowledge with others. A node
i propagates knowledge to its collaborators, denoted by .47, with a knowledge prop-
agation rate r;j, j € /¥, to achieve an optimal impact. We use a vector 7; to represent
the knowledge propagation rate from node i to its collaborators. To avoid denial-
of-service attacks from malicious collaborators, node j sets a maximum sending rate
from each of its collaborators. We denote by R;;, i, j € .4, the requested sending rate
from i to j. Note that R;; is controlled by node j and informed to node i. We use I_éj to
denote the requested sending rates node j imposes on all its collaborators. Our sys-
tem requires each node to control its sending rate under the requested sending rate,
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that is, r;; < R;;,Vi, j € 4. To control the communication overhead, a node i sets
the upper-bound M; € R on the total outbound knowledge propagation rate, that
is, Y je 4 rij < M;. We assume that each node contributes new detection knowledge
and share it with its collaborators. Denote by 7; the knowledge contribution rate from
node i. Note that the contributed knowledge can be created by the sender or effective
knowledge received by the sender from others. The knowledge propagation rate from
the sender node i to others shall not exceed the knowledge contribution rate of node
i, as the maximum knowledge propagation rate is to propagate all the knowledge it
has.

Not all propagated knowledge is useful to the recipients. To capture the metric of
relationship on helpfulness, we use a matrix T = [7};]; jc.4 to denote the trust value
of node i perceived by node j, where T;; € [0,1],Vi, j € .4, which represents the
level of helpfulness of node i to node j. Note that the compatibility matrix can be
asymmetric, that is, 7;; # Tj;.

Our goal is to devise a system-wide knowledge propagation protocol such that
the knowledge contributed by all contributors is fairly distributed to other nodes to
optimize their impact on the system. To achieve this goal, we model our system based
on a two-level optimization problem formulation. At the lower level, an IDS i solves
the optimization problem (PPi) where it chooses its propagation rate 7; to optimize
its public utility function. At the upper level, an IDS i determines the request rate to
all acquaintances R; from a private optimization problem (Pi). The choice of Rj; at
the upper level influences the decision-making at the lower public optimization level.
We summarize the notations used in this section in Table 9.1.

Figure 9.7 is an illustration of the rule propagation protocol between IDS i and
IDS j. Each IDS has a two-level decision process. IDS i optimizes the propagation
rate 7;; based on an altruistic or public optimization (PP7) and uses a private optimiza-
tion problem (Pi) to determine the requested sending rate R j;, which will be passed
to IDS j for its propagation decisions. It can be seen that the (PP ) decision of IDS j
depends on the decision from (Pi) of IDS i. The interdependence of the agents leads
to a Nash equilibrium.

Table 9.1: Summary of Notations

Symbol Meaning

rij The rule propagating rate from node i to node j

qgij Greed factor (the return ratio node j asks from
node i)

=

(i Requested sending rate from i to j (set by node j)

M; Sending resource capacity of node i
R; Receiving resource capacity of node i
T;; Compatibility from i to j

ri The rule generating rate from node i
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(Pi) max Ul-b (Pi) max Ujb
Rji=qji Rij=a;iji
(PPi) max U/ (PPi) max UJf

rﬁ
IDS i IDS j

Figure 9.7: An illustration of the rule propagation protocol.

9.4.1 Lower Level — Public Utility Optimization

In this subsection we formulate an optimization framework for each node to decide
on the propagation rate to all its collaborators to maximize its utility. The utility of
each node U; has two components: a public utility function U/ and a private utility
function U/. The utility U measures the aggregated satisfaction level experienced
by node i’s collaborators weighted by their trust values. It allows a node to provide
more help to those with whom there was more helpful interaction in the past. On the
other hand, U/ measures the satisfaction level of a node with respect to the amount
of help it receives from its collaborators.

The basic argument for this algorithm is to tune the utility function so that we
balance the weight of two purposes of rule propagation: send rules to whom need
it most or to whom helped back most? In a need-based society where nodes put
others’ needs as the sole factor should result in a maximum utilization of rules created
in the whole society, where the social warefare function is the total benefit of all
members. However, this community creates no incentives for nodes to contribute
to the collaboration as increasing their rule creation rate does not result in better
payback. In a long run, the total warefare may decrease as a result of not enough
contributors. The return-based warefare model sends rules to those who helped back
most. This may result in a strong incentive for creating new rules to share with others
because to return is proportional to the amount of contribution to others. However,
under such a paradigm, nodes that create no rules will result in no help received.
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The public optimization problem (PPi) seen by each node i,i € .4/, is given by

(PPi)amazg Uf(?,) = Z T,-,-Sij(rij) (91)
riER i jE/V,
Z rij < M; 9.2)
JEN
rij < Ry, 9-3)
0<r; < F 94

where S;; : R — R is the satisfaction level of node j in response to the propagation
rate r;; of node i. We let S;; take the following form:

rij
Sij(rij) := Tijlog (1 + ’>. 9.5)
The concavity and monotonicity of the satisfaction level indicate that a recipient
becomes increasingly pleased when more knowledge is received but the marginal
satisfaction decreases as the amount of knowledge increases. The parameter T;; in
(9.5) suggests that a node j is more content when the sender i is more trustable.

The objective function U/ : R™ — R in (9.1) aggregates the satisfaction level S;;
of node j by the compatibility factor Tj;. The utility U/ can be viewed as a public
altruistic utility in that a node i seeks to satisfy its collaborators by choosing knowl-
edge propagation rates 7;. The problem (PPi) is constrained by (9.2) in that the total
sending rate of a node i is upper bounded by its communication capacity. Constraint
(9.3) says that the propagation rate from i to j shall not exceed the requested sending
rate from the recipient j. The additional constraint (9.4) ensures that the propagation
rate does not exceed its knowledge contribution rate 7;. Note that the constraint (9.3)
is imposed by its recipient j while constraint (9.4) is set by node i itself.

Because the utility function (9.1) is strictly convex in 7 and the feasible set is
convex, the optimization problem (PPi) is in the form of convex programming and
admits a unique solution.

It can be seen that when M; is sufficiently large and (9.2) is an inactive constraint,
the solution to (PPi) becomes trivial and r;; = min(R;;, 7;) for all j € .4;. The situation
becomes more interesting when (9.2) is an active constraint. Assuming that R;; has
been appropriately set by node j, we form the Lagrangian functional .Z" : R" x R x
R" -+ R

. o
L (Fi i, 8j) =Y. TiTijlog (1 + RU)
JjeN Y

—Hi ( Yy rijMi) — Y &j(rij—Fij),
JjeM JjeM

where ;, 8;; € R satisfy the complementarity conditions g; (Z jeNiTij —Mi) =0,

and 6;(rjj —F;j) =0,V € A;, where F;; := min(R;;, 7;). We minimize the Lagrangian

. R . . .. T,.Tii
with respect to 7; € Ri’ and obtain the first-order Kuhn-Tucker condition: # =
L i
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Mi+ 6;j, Vj€ A When (9.2) is active but (9.3) and (9.4) are inactive, we can find
an explicit solution supplied with the equality condition

Z rij:M,- (96)

JjeNM

and consequently, we obtain the optimal solution

T;;Tji
* Lot
o= Mi+ Y Ry | —Rij. 9.7
) ZMEJ%T}IATui< i K lv> 1

When either one of the constraints (9.3) and (9.4) is active, the optimal solution is
attained at the boundary. Because the log function has the fairness property, the op-
timal solution 77; has non-zero entries when the resource budget M; > 0. In addition,
due to the monotonicity of the objective function, the optimal solution r;‘j is attained
when all resource budgets are allocated, that is, constraint (9.2) is active.

Remark 9.4.1 We can interpret (9.7) as follows. The solution r}*j is composed of
two components. The first part is a proportional division of the resource capacity
M; among |A;| collaborators according to their compatibilities. The second part is
a linear correction on the proportional division by balancing the requested sending
rate R;j. It is also important to notice that by differentiating rl-*j with respect to R;j,
arl’f. T:: T
in i tiitji
we Obtaln aRij B (Zueﬂ? TiuTyi
propagation rate decreases as the recipient sets a higher requested sending rate. If
a node wishes to receive a higher propagation rate from its collaborators, it has no
incentive to overstate its level of request. Rather, a node j has the incentive to under-
state its request level to increase r,*] However, the optimal solution is upper bounded
by min(7;,R;;). Hence, by understating its request R;j, the optimal propagation rate
is achieved at min(7;, R;;).

—1) < 0, suggesting that at the optimal solution, the

9.4.2 Upper Level — Private Utility Optimization

An IDS i has another degree of freedom to choose its level of requested sending rate
Rj; of its collaborators. Rj; states the maximum knowledge propagation rate from
node j to i that node i can accept. In contrast to the public utility optimization, the
optimization at this level is inherently nonaltruistic or private. The objective of an
IDS i is to choose R; so that its private utility U/ : R} — R is maximized, that is,

(Pi) max U/ (R)), (9.8)
RieRY

subject to the following constraint from the total receiving capacity R;, that is,

Y Ri<R. 9.9)
e
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Let U take the form of U/ := Y c 4 Tjilog(1+7%/R;), where 1% is the optimal
solution attained at (PPi). The log function indicates that an IDS intends to maximize
its own level of satisfaction by choosing an appropriate level of request. The request
capacity is imposed to prevent excessive incoming traffic as a result of a high level
of requests. We assume that the capacity is sufficiently large so that the constraint is
inactive. Therefore, the decision variable Rj; is uncoupled and the problem (Pi) can
be equivalently separated into |.4;| optimization problems with respect to each j, that

is, for every j € A7,

r.
Pij) max log( 1+ -L ). 9.10
(Pij) A g< +Rl~> (9.10)

As a recipient, node i needs to ensure that the receiving traffic does not exceed a
level of R;. Hence, the private utility optimization problem faced by node i is given
by

(Pi) maxU? 9.11)
qij
Z rjiSRi (912)
JEN

The properties of the solutions to (Pi) and (PPi) are illustrated in Figure 9.8 for
an IDS i and its two neighboring peers. In this illustrative example, we look at the
optimal propagation rule for node i to communicate with node 1 and 2. Node i solves
(PPi) with constraints (1) rjj +rip < M;, 2) rii < R;j1, and (3) rip < Rp. The shaded
region is the feasible set of the optimization problem. The optimal allocation can be
points on the face of r;; + rip = M; of the feasible set. Given the request rates R;;
and Rjp, suppose the optimal allocation is found at the red point. At the higher level,
nodes 1 and 2 need to solve the optimization problems (P1i7) and (P2i), respectively.
They have incentives to understate their requests. For example, node 1 can request a
lower rate until it hits R}, and the optimal allocation will increase until it reaches R};.
This fact leads to the green point, which is the optimal solution to (PP7) found on the
vertex of its feasible set given that r;; < R}|. Node 2 makes the same decision and
results in R};.

9.4.3 Tuning Parameter R;;

We have obtained Nash Equilibrium under the condition that the receiver does not
have constraints of the total number of rules it receives per unit time, that is, r;; =
T TjiM;
Yues; TuTui
receives per day. The reasons are twofold: first, users can only investigate a limited
number of rules per unit time due to their individual capabilities. Too many rules with
average low quality can bring high false positives. Second, without setting a sending
limit to senders, malicious nodes can flood with a large number of invalid rules (DoS)

to slow down the efficiency of the intrusion detection on the receiver side.
Let parameter Rj; denote the sending limit node 7 set for node j so that node j

. However, in practice, users prefer to set a limit on the number of rules it
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ri=Ri

ro =R

» Iy

(0,0) - M
Ri’; Ril

Figure 9.8: An illustrative example of a three-person system involving the set of
nodes {i,1,2}. Node i solves (PPi) while nodes 1 and 2 solve (P1i) and (P2i), respec-
tively.

shall not send rules to i with a rate higher than R ;. We can prove that under the con-

dition Y r,;= Y % < R;,Vi, the optimal solution is the unconstrained

ueN; ueN; "

Nash solution. Under the condition that the sending resource is higher than receiving
. L TiR;

resource, the constraint of sending limit can be relaxed. Then we have r;; = T 14/ ’T__

K i Hij

Theorem 9.1
Removing constraint (9.3) does not change the solutions to the optimization problem

(9.1)

Proof 9.1
Suppose the optimal solution set is 7;,*. Among the solution set, at least one value
exceeds the upper-bound constraint, say r;; > R;;. Then we can find a corresponding
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ij
of satisfaction to v, that is, S(r;-j) = §(rj;) (from (9.5) ).

. . [ . N
Now if we replace r;} into r;; in the solution set 7", then we have some spare

resource r;‘j — r; - We use the spare resource on Rj; and we can achieve improved
utility U, and therefore improved total utility (9.1). This contradicts the assump-
tion that 7{; is an optimal solution. Therefore, all optimal solutions should satisfy the
upper-bound constraint.

solution r; ;= 2R;j — r;. The new solution is r; ; <rj;, butit provides the same level

Remark 9.4.2 From Remark 9.4.1, we know the optimal strategy for node i is to
understate R j; until r;i hits the boundary min(7;,R j;). We define the optimal response
R’},- to be the lowest possible R j; that achieves the highest r}‘-,-. From (9.7) we have

T;;Tj

1
oA S L0 [N VO w9 | 9.13)
I ! ZZMEL/V/- TjuTuj ( ! VEZ:/V, ! )

9.4.4 Nash Equilibrium

In a collaboration network, each node responds to other nodes by choosing opti-
mal propagation rates and requested sending rates. The two-level optimization prob-
lem leads to two game structures of interest. Let G1 := (A", {F;}icv, {U' }ic.i')
be the game that corresponds to optimization problem (PPi) in which each node
chooses its propagation rates given requested sending rates from its collaborators.
Hence, the utilities of the users in (9.5) reduce to mere functions of 7;;. Denote by
G2 := (N {#,Ri}ic.v, {U" Ul }ic.4) the game that corresponds to the two-level
optimization problem (PPi) together with (Pi). In G2, each node i chooses its prop-
agation rates as well as its request rates. We study the existence and uniqueness
properties of the Nash equilibrium (NE) of these two games as follows. The proofs
can be found in the Appendix B.

Proposition 9.4.3 Each of the games for G1 and G2 admits a Nash equilibrium
(NE).

Theorem 9.2
In G2, there exists an NE such that ri; = R;j, Vi, j € N .

The equilibrium that satisfies the conditions described in Theorem 9.2 is called a
prime NE. In the following, we provide two results on the uniqueness of NE in G1
and G2.

Proposition 9.4.4 Assume that only (9.2) is an active constraint in the optimization
problem (Pi) of each node i in G1. Let A;j = % Let g;j = %, be the greed

factor of i over j. Then there exists a unique NE for G1 if q;;q;; # W for
ij /ji
each pair of neighbor nodes i, j.
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Proposition 9.4.5 Assume that 7; is sufficiently large. Let n; = |A4;|. Then there exists
a unique NE for G2 if njA;j < 2 for every pair of neighbor nodes i and j.

The following proposition characterizes the optimal solution of G2 under special
conditions.

Proposition 9.4.6 Assume that 7; and R; are sufficiently large so that the constraints
(9.4) and (9.9) are inactive. Then, the unique NE solution of G2 is given by

T;T;i

R = I 9.14
Y Y ZuemnuTui ' ( )

9.4.5 Price of Anarchy Analysis

In the following we study the system efficiency at the prime Nash equilibrium com-
pared with the social welfare solution. We use the price of anarchy as a metric to
quantify the loss of efficiency as a result of decentralization. Let Us be the so-
cial welfare of the network as the sum of the public utilities, that is, Us(r,R) =

Yicv Xjen,; TijTjiln (1 + %), where r = {7 }ic.v,R = {Ei}ieJy. A network plan-
ner optimizes the social welfare problem (SWP) as follows:

(SWP) max Us(r,R)
r,
st Yiewrij <M rij <Rij, 0 <r; < 7

Let (r°,R°) := {?’;’,ﬁ;’}ie + be the optimal solution to the optimization problem
(SWP) and the corresponding value is denoted as Ug.

Definition 9.1 Let (r*,R*) := {?’;k,l_i”j‘}ie _v be a prime Nash equilibrium of the

game G2, and &p be the set of such a prime NE. Let U be the social welfare achieved

under a prime NE (r*,R*) € &p. The price of anarchy pp of a prime NE is pp =
U*

MaX(p+ R*)eép ﬁ

In the following theorem we show that prime NEs are efficient and the loss of
efficiency is 0.

Theorem 9.3
The price of anarchy of a prime NE is 1.

Proof 9.2  The optimal value of Social Welfare Policy (SWP) is given by Ug =
Yicv Xjen,; TijTjiIn2, and it is achieved when r;; = R;; for all i € A7, j € A;. In
addition, the property that ;; = R;; of prime NE yields the same utility.
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9.4.6 Knowledge Propagation

In this subsection we investigate from a macroscopic perspective the knowledge
propagation over the collaborative intrusion detection network. Let n; = |.4;] be
the number of neighbors of node i, which is also referred to as the connectiv-
ity or degree. In general, the connectivity is different for every node. The net-
work represented by the graph ¢ can be characterized by the degree distribution
Pg(k),k =0,1,2,--- ,n— 1, defined by py = Po(k) = 1[{i € A s.t.n; =k}|. A
network is called an exponential network if its connectivity is distributed accord-
ing to an exponential function (i.e., Pg(k) ~ e ). A scale-free network exhibits
a power-law connectivity distribution (i. e., P(k) ~ k¥,y € (2,3)). To study the
property of knowledge propagation, we assume that ¢ is a realization of a large
random network, whose degree distribution is given by Pg(k),k = 0,1,---, and
Y oPc(k) = 1. For convenience, we define the generating function of the distri-
bution P (k) as @o(z) = Y, pizt, where 0 < z < 1. It is easy to verify the proper-

k
ties that @ (z) > 0, (z) > 0 and py = %,k =0,1,2,---. The mean degree of the
network is k = Y5 kpr = D (1).

When a piece of knowledge is created at a node of degree k in the network, it
starts to propagate to every individual to whom it is connected at the mean equilib-
rium rate 7, once, which is the average propagation rate in the network at the equi-
librium, that is, 7, = 3 Y7 ¥i_ niir;;-. Let O = {¢~,0<m <k,k=0,1,2,---} be
the distribution of the number of nodes connected to a node of degree k that receive
the new knowledge. The probability of m < k nodes to receive new knowledge from a
node of degree k is given by ¢k, = (’];) (Fn)™(1 =7 )5 Let O = {gm,m=0,1,---}
be the distribution of the number of nodes who receive the knowledge in the net-
work and ¢, be the probability that m nodes receive the knowledge from a ran-
dom node, which is given by ¢, = Y, prat, = Yoo, pk(::) (F )™ (1 — Ty )R,
Let the generating function for the distribution Q ,, be T'o(z,r*) = Yi_oqmi" =
Yoo Pk[eFm 4 (1= Fn) [ = @o (1 + (2= 1))

In the next round of propagation, as the new knowledge follows the connection
between two nodes and reaches a new node, the connectivity of the node for further
propagation or the excess degree of the node is one less. Assume that the probability
of reaching a node of degree k is proportional to k. Then, the distribution of the
number of nodes receiving the new knowledge is Q2, = {¢¢,,m =0, 1,---}, where ¢¢,
is the probability that m nodes receive the knowledge in the second round, given by
4o = Yem k%q’,‘n Hence, the corresponding generating function can be obtained as
I'i(z,7m) = Lpoqm?™ = ®1(1+ (z— 1)7y), where ®;(z) is the generating function
of the distribution {k%,k =1,2,---}ie, ®i(z) = X5 k% = %CID(’)(z). Let the mean
excess degree in the second round of propagation be Df :=T"|(1,7,) = 7y ®} (1) =
L@fi(1).

In the following we study the probability of persistence and extinction of new
knowledge as a result of propagation in the network. We let z;,# =0, 1,2, - - , denote
the probability that a piece of knowledge will die out within the next ¢ rounds of
propagation. Suppose that a node i of degree k propagates information to a node j of
degree k'. For the knowledge to die out in round ¢, the following round of propagation
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must die out at round # — 1. Note that the probability that the ensuing propagation

. . / oqe .
from node i to j to die out is gj, zf_l. Hence, the probability of the knowledge to die
out in 7 rounds is the sum over all the possible degrees k', that is,

a=), gy = @1(1+ (z—1 — 1)F), (9.15)
K=0

and the initial condition zg = 0. Because @ (z) is an increasing function and z € [0, 1],
the sequence {z;,# =0,1,---} is an increasing sequence and has a limit z*, and z* is
the solution to the algebraic equation z* = @ (1 + (z* — 1)7y).

Theorem 9.4
If DS <1, the knowledge will die out with probability 1. If D > 1, everyone in the
network will receive the knowledge with probability 1.

Corollary 9.4.7 There exists a threshold mean propagation rate r, such that for 7, >
re, the knowledge will persist in the network with probability 1; for 7y, < r., the
knowledge will die out with probability 1; and r. satisfies the relation r.®} (1) = 1.

Remark 9.4.8 We can consider a random network distributed according to a Pois-
son distribution, that is, py = ‘3_2—,“ for A € Ro.. The corresponding generating
function is ®o(z) = e*“ ) and T))(z) = 2=V, T (1) = A. The generating func-
tion ®y(z) = ®1(z) and D = Ar.. Hence, the threshold is r. = %

Remark 9.4.9 Consider a power-law distributed network with py = k%/{ (),
known as a zeta distribution or discrete Pareto distribution [48, 111], where a > 1
and {(a) = Yo k% is the Riemann zeta function. The power-law distribution

C(a;l) for a > 2 and a finite variance for @ > 3. The gen-

erating function ®o(z) = Lig(z)/C (), where Liy(z) is the polylogarithm func-

has a finite mean k =

tion, also known as Jonquiére’s function, defined by Lig(z) = Y5, ik—,, Note that

Lig(1) = §(o). Suppose that o > 3. The mean excess degree can be obtained as
— ~m — c(a71>

D? = ﬁ(g(a —2) — C(OC — 1)) and the threshold as Ve = W

Remark 9.4.10 Note that the mean propagation rate 7, is dependent on the trust

values T. In general, higher trust values lead to higher mean propagation rates.

Therefore, the threshold value r. can be seen as a threshold on the trust values.

9.5 Bayesian Learning and Dynamic Algorithms

In this section we describe a Bayesian learning approach to estimate the trust val-
ues used in Section 9.4 and establish a dynamic algorithm to find the prime Nash
equilibrium that has been shown to exist in Theorem 9.2.
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9.5.1 Bayesian Learning Model for Trust

In our P2P IDN context, the collaboration among IDSs tends to be long-term oriented
compared to traditional file sharing P2P networks. This makes the evaluation of the
trust values of collaborators based on personal experience suitable. In Section 9.4
we assumed that the trust values of all collaborators are given. In practice, they can
be learned from past experience. In this section we introduce a Bayesian learning
module for nodes to learn the trust of acquaintances. The learned trust value can
be used for finding the equilibrium in Section 9.4 as well as for other applications
and services in IDNs. This model extends our Dirichlet model for trust management
[69, 74] with additional credible bound trust estimation.

9.5.1.1 Dirichlet Learning Model for Knowledge Quality

The quality of the knowledge propagated from IDS i to IDS j can be evaluated by
node j after a certain time period. The quality assessment of a piece of knowledge
results in classifying the knowledge into three categories: a) effective detection, x1;
b) false alarm, x;; and c) no detection, x3. Define the set of possible outcomes
2 = {x1,x2,x3} and let X be the random variable described by the state space
Z . Denote by p = {p1, p2,p3} the vector whose components p;,l = 1,2, 3, satisfy
):?:1 pi = 1, each indicating the probability that the knowledge from IDS i to IDS j
is classified in one of the categories x;, that is, P{X = x;} = p;. Note that we have
dropped the indices i and j in the notations for convenience in presentation. We use

the vector of cumulative observations up to time 1, J*) = {an) , yé") , yé")}, together
with the initial beliefs of X to model p using a posterior Dirichlet distribution, that

e T ) m_y : :

is, Dir(p|y) = 1131%1(1(")) [T;_, pi" ", where I'(-) is the gamma function. In order
=1t

to give more weight to recent observations over old ones, )7<"> is updated according to

g =yn_ A + oS0, where 7 is the number of observations; tr,'=1,-- n,
is the time elapsed (age) since the /’-th outcome Si was collected. SO is the initial
beliefs vector; co > 0 is a priori constant, which puts a weight on the initial beliefs.
Vector S denotes the outcome of the knowledge at time 7, > 0, which is a 3-tuple
with one entry set to 1 corresponding to the selected category for that knowledge
and the others being zero. Parameter A € [0, 1] is the forgetting or discount factor. A
small A makes old observations quickly forgettable.

9.5.1.2 Credible-Bound Estimation of Trust

Let the random variable ¥ = 213:1 piw; be the expected knowledge quality from a
sender, where w;,[ = 1,2,3, is the quality weight on knowledge in category x;. The
mean and the variance of ¥ can be obtained as E[Y] = Y}, w,E[p;] = % Yo iy

and 62[Y] = mxzzlwk}/}((wk(yg — %) —2Y) 41 W), where ¥ = X7, ;. The
trust values can be estimated through the credible-bound trust defined by T =

E[Y]—20[Y]. It has several properties, as follows. (P1) For each node i, increasing
the knowledge sharing rate increases its trust value with others. (P2) When 7,9, 13
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are sufficiently large, ¥ can be approximated by a Gaussian distribution. Then T is
approximately the 95% credential lower bound of Y.

9.5.2 Dynamic Algorithm to Find the Prime NE at Node

Algorithm 9.1 Dynamic Algorithm to Find the Prime NE at Node i

1: Initialization :

2 R" <= {e,€,...,€} // Small request rates for new collaborators.

3 RO = SendReceive(R"") /I Exchange requested sending rates with collabora-
tors.

4: set new timer event(z,, “SpUpdate”) // Update sending rates and request rates
periodically.

5: Periodic update:

6: at timer event ev of type “SpUpdate” do

7: /] Update the sending rate and the requested sending rates.

8

9

: for k=0to B do
. 7 < OptimizeSending(T,R** M, 7) // (PPi) optimization.
10: 7" <= SendReceive(7**) // Exchange sending rate with collaborators.
11:  R" < OptimizeRequest(T, 7" R) // (Pi) optimization.
122 R° < SendReceive(R™)
13: end for
14: set new timer event(z,, “SpUpdate”)
15: end timer event

In this subsection we describe a distributed algorithm (Algorithm) for each node
to determine its knowledge propagation rates to collaborators. The subscript i is
removed for the convenience of presentation. The goal of the algorithm is to lead
the system to converge to a prime NE that we introduced previously. In the begin-
ning, nodes set a small requested sending rate for all new collaborators (line 2).
An update process is triggered periodically where function OptimizeSending is used
for the nodes to find their optimal sending rates 7°* based on the trust matrix T
and requested sending rate R which is informed by the collaborators in process
SendReceive (line 3). M and 7 are the sending capacity and knowledge contribu-
tion rate of i, respectively. Function OptimizeRequest is for the node to find optimal
R (G2), which gives the maximal private utility, given T, the incoming sending rate
7", and 7. The update process is repeated B rounds to yield convergence.

The purpose of Algorithm 10.2 is to find the optimal numerical solution for
(PPi) under general conditions. This algorithm is based on the fact that the marginal
weighted satisfactions from all collaborators are continuous and monotonically de-
creasing, that is, (T],Sf’/) < 0,Vi, j. . contains the sorted marginal weighted satis-
factions of all collaborators at their boundaries {0, min(7;,R;;)}. The idea is to find
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Algorithm 9.2 Function OptimizeSending(T, R, M, F)
1: // Add to . the marginal satisfaction at lower bound and upper bound of all
collaborators ..
2: AddMarginalSatisfactions(./",.7) // . in descedant order.
38 Sy =0,y =0, =/l Sets containing collaborators taking upper-bound,
medium value, and lower-bound at optimal.

4: foreachV € . do

5. NextCutOff<+— GetSat(V) // Get marginal satisfaction.

6:  if Resource(.%}, %y, %, NextCutOff) < M then

7: if IsLowerBoundSat(V) then

8 move the associated collaborator of V from .7 to .y
9 else
10: move the associated collaborator of V from .y, to .y
11: end if
12:  else
13: go to FinalStep: // Determine the optimal cutoff marginal.
14:  endif
15: end for

16: FinalStep: // Assign sending rates to all collaborators.
17: for j=0to |.4/| do
18: if</1§ € .Yy then

19: 7= min(?,ﬁ?"’ ) // Nodes take upper-bounds.

20:  elseif 4; € .77 then

21: 7; = 0// Nodes take lower-bounds.

22:  else

23: // UseT Ifﬂl/l[hr)lz-Tucqu(c%n(ti)itign to %ngl) inner solutions.
5 ((M—=Y c.o, min(F.R?)+Y e o, , RO" =

24: Fi= J ke Sy Zkeylerk ke Nk _ R;?”’

25:  end if

26: end for

27: return 7
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the “cutoff” marginal satisfaction, where collaborators with both marginals higher
than the “cutoff” take their upper-bounds, collaborators with both marginals lower
than the “cutoff” take their lower-bounds, and others take inner solutions with their
marginals equal to the “cutoff.” We start “cutoff” low, increase it step by step, and
move nodes to . and .}, accordingly until the sending resource exceeds its capac-
ity. The computational complexity of Algorithm 10.2 is O(].4]).

Algorithm 9.3 Function OptimizeRequest(T, 7, R" R)
1: fori=0to |-4| do
2. if 7" =0 then
3 Rf" = ﬁ;" /2 // Request to i is too high, cut in half.
4 elseif 7" < R then
5: Rf” < 7" // Tune down request to approach Prime NE.
6
7
8
9

else
S = S U{T;, AN} I 7 is sorted descending by T;.
end if
: end for
10: // Increase the requested sending rate of the half collaborators with higher com-
patibility by a small amount.

11: for j € TopHalf(.) do
12: I_i"?’ = ﬁ;” + A // Increase the request rate by a small amount.
13: end for
14: U = Yye|n| I_éf{” // Total request rate.
15: if U > R then
16 R" < gl_é"" // Normalize into constraint R.
17: end if
18: return R

Algorithm 9.3 is used to adjust the requested sending rate of all collaborators
according to their last status. We use a fast decrease and linear increase strategy
for request adjustment. If the requested sending rate from the last cycle is not fully
claimed, then the next request is adjusted to be the claimed amount; otherwise, in-
crease the request by a small amount. The computational complexity of Algorithm

9.3is O(|.4]).

9.6 Evaluation

In this section we use a simulation network to demonstrate the appealing properties
of the knowledge sharing system. All our experiments are based on the average of
a large number of experiment replications with different random seeds. Confidence
intervals are small enough to be neglected.
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Table 9.2: Simulation Parameters

Parameter Value  Description

M; 10, 100 The propagation sending capacity of node i

R; 10, 100 The receiving capacity of node i

7i 1,10  The rule contribution rate of node i

A 0.97  Forgetting factor for Bayesian Trust hearing (Section 9.5.1)
B 10 Computation rounds for Algorithm 10.1

9.6.1 Simulation Setup

We simulate a network of n nodes. Each node i € {1,2,---,n} contributes intrusion
detection knowledge to the network following a Poisson distribution with an average
arrival rate 7;. Trust values are learned through past experiences using the credible-
bound estimation method described in Section 9.5.1.2. The knowledge sending rate
follows the two-level game design described in Section 9.4. The sending capacity
M; and receiving capacity R; for each node values are specified in each experiment.
The weight vector wis {1,—0.5,0} (see Section 9.5.1.1). Forgetting factor A is set to
be 0.7. We evaluate the properties of scalability, efficiency, incentive compatibility,
fairness, and robustness of the knowledge sharing system.
The parameters we used in our experiments are shown in Table 9.2.

9.6.2 Trust Value Learning

In this experiment we compare the credible-bound (CR) method with other com-
monly used learning methods such as simple average (SA) where a node takes the
simple weighted average of past experiences, and moving average (MA) where the
weights on past experiences discount exponentially with time.

We simulate a simple network of two nodes. Node 0 propagates knowledge
to node 1 following a Poisson process with average rate ro; = 10 messages/day.
The quality of the messages is randomly chosen from {“effective detection,” “false
alarm,” “no detection”} with probability p = (0.5,0,0.5), respectively. At the begin-
ning of day 50, node O turns dishonest and starts spamming node 1 with all false
positive messages, that is, p = (0,1,0). Node 1 evaluates and compares Tp; using
three different methods.

Figure 9.13 shows that the trust value Ty; converges after a few days and the CR
method yields slightly lower value compared to the other two methods. From the 50-
th day on, all methods observe a fast drop in 7p;. However, the learning speeds of the
MA and CR methods are faster than SA. This is due to the forgetting factor, which
puts higher weights on new experiences. We then change r(; from 1 to 19 and observe
To; at the 50-th day using these three methods. From Figure 9.14 we see that Tp;
increases and approaches 0.5 asymptotically under the CR method, while Ty from
the two other methods mostly stay at 0.5. Therefore, nodes with higher contributions
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to the collaboration network have higher trust values when the CR method is used.
Free-riders in this case will have low trust values because their contribution rate is
low.

9.6.3 Convergence of Distributed Dynamic Algorithm

In this experiment, we evaluate the convergence speed of the dynamic algorithm
(Algorithm 10.1) for the participants to achieve the prime equilibrium. We configure
a network of four nodes sharing common interests in intrusion detection; the trust
values of the four nodes to the others are 0.9,0.8,0.7, and 0.5, respectively. We set
M; = 10 messages/day, R; = 100 messages/day, and 7; = 10 messages/day for all i. All
nodes start with small sending rates and small request rates to all collaborators, and
adjust them following Algorithm 10.1. The number of updating and exchanging is
controlled by parameter B. To make an appropriate parameter choice, we try different
values of B and observe the sending rate from node O to other nodes after B rounds
of optimal adjustment and information exchange. The result is shown in Figure 9.15.
We can see that the sending rates have a fast convergence speed. Similar results occur
under other parameter settings. We fix B = 10 in the remaining of the experiments.

9.6.4 Scalability and Quality of Information (Qol)

In this experiment we compare the scalability and Qol using our knowledge shar-
ing and propagation system with (1) the traditional mailing list mechanism, where
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Figure 9.15: The convergence of dynamic algorithm.



Knowledge-Based Intrusion Detection Networks and Knowledge Propagation W 177

detection knowledge is broadcast to all the other nodes in the system; and (2) with
the random walk mechanism, where knowledge starts from a small set of nodes and
each node randomly selects one neighbor to propagate the knowledge to unless the
knowledge has been received before. We simulate a network with size starting from
10 nodes and we increase it by 30 nodes each round up to 130. Among all the nodes,
20% of them have high trust values of 0.9 and the remaining 80% nodes have low
trust values of 0.1. All nodes have the same configuration, that is, M; = M := 20
messages/day, R; = R := 20 messages/day, and 7; = 7 := | messages/day for every
i € A4 . The random walk mechanism starts with three initial nodes.

Figure 9.16 shows the average number of messages a node receives each day.
We can see that when using the mailing list propagation, the receiving rate increases
linearly with the network size. Assuming that the receivers can tolerate up to 30 mes-
sages/day, then the system is not scalable beyond 30 nodes because a large number of
messages overwhelms the receivers. Under the random walk mechanism, the number
of nodes receiving the messages increases slowly with network size so it is scalable
up to around 200 nodes. Our system allows nodes to configure a receiving capacity
R, which ensures the received messages rate to be below R under all network sizes.
Therefore, our system is scalable under any network size.

The quality of information (Qol) for all methods is plotted in Figure 9.9. We
define Qol as the percentage of effective knowledge that nodes receive. We see that
our system leads to significant improvements in Qol received by both the low-trust
and the high-trust nodes in comparison to the mailing list method and the random
walk method. This is because our system allows nodes to track the trust values of
others, and therefore nodes only request knowledge from good ones. In addition, the
high-trust nodes receive higher quality intrusion detection information than low-trust
nodes, which also reflects the incentive compatibility of the system.

9.6.5 Incentive Compatibility and Fairness

Incentive compatibility is an important feature for a collaboration network because it
determines the long-term sustainability of the system. In this experiment we vary the
trust values and knowledge contribution rate of a participating node, and observe the
output of its return benefit, which is the expected number of useful messages a node
receives per day.

We configure a network with 30 nodes with random trust values uniformly cho-
sen from [0, 1], and we set M = R = 100 messages/day and 7 = 10 messages/day for
all nodes. We change the trust value of node 0 from 0.1 to 1.0 and observe its return
benefit. We compare our results with two other information propagation methods,
namely uniform gossiping and best neighbor mechanism. In the uniform gossiping
mechanism, knowledge is propagated uniformly to randomly selected nodes in the
neighborhood. The receiver drops messages from less trustable collaborators when
the total receiving rate hits its limit. In the best neighbor mechanism, messages are al-
ways propagated to a small number of fixed (most trusted) collaborators. The sending
capacity and receiving capacity also apply to the uniform gossiping and best neigh-
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bor propagation. Hence, we also configure their sending and receiving capacities to
be 100 messages/day.

Figure 9.10 shows that uniform gossiping provides no incentive to nodes with
higher trust values, while the best neighbor propagation scheme provides incentives
but lacks fairness. It is easy to observe that even though nodes share the same trust
values, they may end up with very different return benefits just because they may
be involved in different groups. In comparison, our propagation mechanism is built
upon an optimization framework with a continuous concave logarithmic utility on the
return benefit with trust values taken into account. Hence, it leads to incentive com-
patibility as well as fairness. In Figure 9.11, we also change the knowledge contribu-
tion rate 7y of node 0 and observe the return benefits. We can observe that the benefit
of collaboration increases with knowledge contribution rate. Contributing more to
the collaboration network brings a higher return benefit. Our propagation system is
incentive compatible for both contributions in quality and quantity.

9.6.6 Robustness of the System

The purpose of this experiment is to demonstrate the robustness of the system in
the face of malicious attacks such as betrayal attacks and denial-of-service (DoS)
attacks. Note that the DoS attack here means that the malicious node tries to send
a large amount of spam messages to slow down the processing speed of the IDS
or create a large number of false positives. It may create frustration for the users.
To simulate a betrayal attack, we let an expert node (node 0) behave well in the
beginning to gain high trust values and then start to propagate spam messages at day
30. We fix R = 100 messages/day and 7 = 10 messages/day for all nodes. We observe
the number of spam messages that the malicious node is allowed to send in each day.
In Figure 9.12, we can see that the number of spam messages sent by the malicious
node increases quickly in the first day. However, under our system, the spam rate
drops down quickly and approaches O after a short period of time. This is because
the collaborators have perceived the spam messages and have lowered the requested
sending rates to the malicious node. We compare the efficiency among different trust
learning models, including our Bayesian credit bound model (CR). We can see that
our CR model demonstrates the fastest reaction speed to the betrayal attack.

To simulate a DoS attack, we let the malicious node O increase its contribution
rate 7y from 1 to 20 with an unlimited outbound sending rate, which is a typical
strategy of a spammer. We observe the influence of the spammer node on all the
other nodes, which is defined by the total number of spam messages received from
the spammer node per day. The larger the influence of a node, the higher the potential
of damage the node can cause when it turns into a malicious one. We can see from
Figure 9.17 that the influence of a node is bounded in the system. This is because
our system enforces propagation agreements between each pair of nodes. Each node
sets a knowledge propagation constraint on all its collaborators in the two-level game
framework (see Section 9.4). Therefore, when a node intends to launch a DoS attack,
the amount of messages it is allowed to send to others is upper bounded by R set by
its collaborators. Nodes sending message rate higher than what was mutually agreed
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upon can be considered malicious, and thus removed from the acquaintance lists of
others.

9.7 Conclusion

This chapter presented the framework design of knowledge-based intrusion detection
networks using P2P communications. In particular, we focused on the knowledge
propagation mechanism design. We established a two-level game-theoretic model
for nodes to control knowledge propagation rates to their collaborators. We have
shown that the system possesses a prime Nash equilibrium, which is demonstrated to
have the properties of incentive, fairness, and robustness to malicious attacks such as
betrayal DoS attacks. Moreover, the system has also been shown to be scalable and
inherently efficient in comparison to random gossiping and fixed neighbor sharing
schemes. We also analyzed the macroscopic properties of knowledge propagation in
a large IDN network at the Nash equilibrium of the system.

In addition, we have used the Bayesian learning approach to estimate the trust
values between nodes based on empirical data. Using simulations, we have corrob-
orated the important properties of the IDN. A possible extension of this work is to
study the system robustness to other types of attacks, such as collusion attacks, sybil
attacks, and newcomer attacks. In addition, a further study of the macroscopic behav-
ior of this system arising from multi-hop rule propagations and analyzing the time
evolution of the rule propagation at the system level may also be a possible extension.
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10.1 Introduction

In previous chapters we discussed the architecture and components design of efficient
and trustworthy consultation-based intrusion detection networks. In this chapter we
discuss a case study dedicated to a consultation-based malware detection IDN re-
ferred to in the following as CMDN (Collaborative Malware Detection Network). In
CMDN, different antivirus software exchange expertise to help each other in mal-
ware detection. We will focus our discussion on the design of such a network so
that the collaboration can be effective, privacy preserving, and robust to malicious
insiders.

Undoubtedly, cyber intrusions have become a global problem. Attackers not only
harvest private information from the compromised nodes, but also use the nodes
to attack others. Cyber intrusions are typically accomplished with the assistance
of malware (ak.a. malicious code). Malware is a piece of software that is used to
gather confidential information, exploit computing resources, or cause damage with-
out the user’s consent. Typical examples of malware include worms, viruses, trojan
horses, spyware, and rootkits. Malware can spread through various routes, for exam-
ple, email attachments, Internet downloads, worms, or removable media.

Millions of new malware instances appear every year [66] and the number has
been growing at an exponential rate. Malware is used to not only to harvest private
information from compromised hosts, but also to organize such compromised hosts
to form botnets [5]. Many million-node botnets have been discovered in the past
few years, such as BredoLab [6] and Conficker [21]. Bots can be used to attack
other hosts, such as distributed-denial-of-services (DDoS) attacks. A DDoS attack
in March 2013 targeting the largest spam filtering system, Spamhaus was one of the
largest DDoS attacks in history [11]. The massive attacks generated traffic of 300
Gbps and slowed down the Internet globally for a week.

To protect computers against malware, antivirus systems (AVs) are used to detect,
block, and remove malware from hosts. Two typical metrics are used to measure the
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quality of an AV: the true positive rate (TP) and the false positive rate (FP). The for-
mer means an AV raises an alarm when there is a real threat; while the latter means
an AV raises a false alarm for benign software. The goal of an AV is to maximize
the TP while minimizing the FP. The most common technique to detect malware
is signature-based detection, which involves searching for known malicious patterns
within suspicious files. Signature-based detection performs fast and usually has a low
FP. However, it may not be able to detect new threats, for example, zero-day attacks.
To mitigate such limitation, behavior-based detection [67, 89], heuristics-based de-
tection [85, 90] and reputation-based detection [2] are employed to improve mal-
ware detection efficiency. The behavior approach analyzes a behavior log/graph of
a suspicious file, such as a sequence of system calls, and matches them with known
malware behavior patterns. The heuristic approach analyzes malware and seeks sim-
ilar patterns with known malicious code. The reputation-based approach evaluates
the reputation of each file based on several attributes, such as file publisher, pop-
ularity, age, and reputation of host machines [45]. All three approaches are consid-
ered a promising direction to detect new threats; however, heuristic matching without
enough evidence of maliciousness can cause a high FP.

Although the primary goal of an AV is to detect and remove malware, it is also
important that malware detection system is able to correctly classify benign files.
AVs with low TP may not effectively protect hosts from malware, while the conse-
quences of false positives can be disastrous. For example, a security vendor released
a flawed signature database update in 2010 that removed a critical system file from
Windows XP machines, causing the affected machines to be unable to boot up after-
ward. [16]. In a similar instance, TrendMicro spent $8 million reimbursing customers
for reparation expenses [28].

Security vendors may not exchange information, for example, malware samples
reported from their customers, with other vendors because of privacy issues and com-
petition. Providing prompt signature update against the latest threats is important for
dominating a market. A single AV vendor may not be able to obtain malware samples
of zero-day threats to be analyzed in time, so that they may fail to protect their cus-
tomers. However, if diverse security vendors collaborate with each other, by means of
providing feedback regarding the legacy of suspicious files, they may achieve better
malware detection accuracy and, in turn, better satisfy customers.

In this chapter we present a fully distributed collaborative malware detection net-
work (CMDN) for AVs to exchange expertise; for example, AVs send suspicious
files (original binaries or fingerprints) or their behavior logs to other AVs for scan-
ning and decide whether or not to raise an alarm based on feedback from other AVs.
This chapter focuses on the collaborative decision component design, for which our
goal is to make accurate collaborative malware detection, that has acceptable runtime
efficiency and is resistant to malicious insiders. We present a collaborative detection
model named RevMatch, where the final malware decision is made based on looking
up history with the same feedback combination. When such a match is not found
or the number of matches is too small for a confident decision, then partial match-
ing is sought instead. Our evaluation results, based on real-world malware data sets,
demonstrate that our algorithm effectively improves the detection accuracy compared
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to other decision algorithms in the literature, while it also performs well in runtime
efficiency and is robust to malicious insiders. Although our framework is designed
for AV collaborations, it can be also used for collaboration between intrusion detec-
tion systems.

The highlights of this chapter can be summarized as follows: (1) a distributed
framework design and architecture design for CMDN, where AVs consult each other
to improve their malware detection efficiency; (2) a novel robust and efficient col-
laborative decision algorithm, named RevMatch, and compare it with other existing
approaches based on real-world malware samples. The results reveal the limitation
of the current method of using AVs and the importance of AV collaboration; and (3)
our collected evaluation data can be used as a benchmark by other researchers in the
collaborative malware detection domain.

This chapter is organized as follows. Section 10.2 discusses some existing col-
laborative malware detection systems and collaborative malware/intrusion detection
decision methods. Section 10.3 discusses CMDN architecture design. The detailed
design of collaborative decision model is described in Section 10.4. We present the
evaluation results in Section 10.5 and further discuss the results in Section 10.6. Fi-
nally, we conclude this chapter in Section 10.7.

10.2 Background
10.2.1 Collaborative Malware Detection

Using a collaborative approach for malware detection was previously discussed in the
literature. Oberheide et al. proposed CloudAV, a system [114] where end hosts send
suspicious files to a central cloud-based antivirus service for scanning malware with
a number of different AVs. A threshold approach is used to aggregate feedback from
multiple AVs. An implementation of CloudAV is described in [102]. RAVE [127] is
another centralized collaborative malware scanning system where emails are sent to
several “replicas” for malware scanning. A replica consists of a payload, which is
running on one version of an AV for malware scanning, and a wormhole, which is
used for collecting scanning results from a payload and commuting between different
replicas for decision making. A simple voting-based mechanism is employed to make
final decisions.

Peer-to-peer communication overlay is also used for collaborative malware de-
tection or intrusion detection [44, 73, 100]. Decentralized network architectures al-
low participants to share workload with others and thus avoid bottlenecks and single
points of failure, which are common weaknesses of centralized systems.

10.2.2 Decision Models for Collaborative Malware Detection

Several different models of collaborative decision for malware/intrusion detection
have been proposed in the literature. We list a few that can be easily adapted to
CMDN.
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10.2.2.1 Static Threshold

The static threshold (ST) model [114] raises an alarm if the total number of malware
diagnoses in the result set is higher than a defined threshold. This model is straight-
forward and easy to implement. The tunable threshold can be used to decide the
sensitivity in intrusion detection. However, the ST model considers the quality of all
AVs equally, making the system vulnerable to attacks by colluded malicious insiders.

10.2.2.2 Weighted Average

The weighted average (WA) model [69, 105] takes the weighted average of all feed-
back from AVs. If the weighted average is larger than the threshold, then the system
raises an alarm. The weight of each AV can be the trust value or quality score of
the AV. The impact from high-quality AVs is larger than from low-quality AVs. The
weighted average model also provides a tunable threshold for the sensitivity of de-
tection.

10.2.2.3 Decision Tree

The decision tree (DT) model [60] uses a machine-learning approach to produce a
decision tree, in order to maximize decision accuracy. The decision tree approach can
provide a fast, accurate, and easy-to-implement solution to the collaborative malware
detection problem. The training data with labeled samples is used to generate a bi-
nary tree and decisions are made based upon the tree. However, the decision tree
approach does not work well with partial feedback, that is, when not all participants
give feedback. It is also not flexible (no easy way to tune the sensitivity of detection)
as decision trees are usually precomputed.

10.2.2.4  Bayesian Decision

The Bayesian decision (BD) model [75] is another approach for feedback aggrega-
tion in intrusion detection (or malware detection). In this approach, the conditional
probability of malware/goodware given a set of feedback is computed using Bayes’
Theorem and the decision with the least risk cost is always chosen. The BD model is
based on the assumption that feedbacks from collaborators are independent, which
is usually not the case.

10.3 Collaboration Framework

In this section we present CMDN, a framework for AVs to perform collaborative
malware detection. We also present the architecture design of CMDN and describe
its building blocks. Finally, we discuss some potential challenges such a system may
encounter.

The topology of CMDN is shown in Figure 10.1, where computers with malware
detection capabilities are logically connected, forming a peer-to-peer network. Each
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node maintains a list of collaborators to communicate with. We call the list of col-
laborators the acquaintance list. There are two different types of participating nodes
in CMDNs: pure service nodes and trader nodes. Pure service nodes (e.g., cloud 1 in
Figure 10.1) only provide malware scanning services for others and do not request
service from others. A pure service node may be an online malware scanning ser-
vice provided by some security vendor or a system similar to CloudAV [114]. Trader
nodes (e.g., AV5 in Figure 10.1), on the other hand, request services from other nodes
and can also provide services in exchange if needed. Trader nodes allow participants
to benefit each other by exchanging malware scanning services with each other.

The CMDN described above requires participating nodes to have malware scan-
ning capabilities. When a node in the CMDN has a suspicious file detected by a
heuristic or anomaly detector, but cannot make a confident decision about whether
the file is malicious (e.g., no matching malware signature is found), it may send
the file or its fingerprint to its acquaintances for scanning. For acquaintances with
behavior-based detection ability, the behavior log of the suspicious file can also be
sent for consultation. When an acquaintance AV receives a malware scanning or be-
havior consultation request, it either searches its signature base to seek the matching
records, or analyzes the behavior log using its behavior analysis engine, and replies
with a feedback (malware or goodware) to the requester. Upon receiving feedbacks
from its acquaintances, the requester AV needs to decide whether or not to raise a
malware alarm based on the received feedbacks (Section 10.4).

10.3.1 Architecture Design

The architecture design of CMDN is illustrated in Figure 10.2. Each node is com-
posed of six components used for collaboration activities, namely, AV scanner, col-
laborative decision, communication overlay, resource control, trust evaluation, and
acquaintance management.

The Communication Overlay is the component that handles all the communica-
tions between the host node and other peers in the network. The messages passing
through the communication overlay include test files from the host node to its ac-
quaintances, malware consultation requests from the host node to its acquaintances,
feedback from acquaintances; malware consultation requests from acquaintances;
and feedback to acquaintances.

The Collaborators Trust Evaluation component allows AVs in the CMDN to
evaluate the quality and trustworthiness of others. The host node can use test files
to gain experience quickly. Indeed, the verified consultation results can also be used
as experience.

The Acquaintance Management component decides who to collaborate with and
manages different privileges for nodes with different trust levels. For example, nodes
can send original files to trusted collaborators for scanning.

The Resource Control component is used to decide how much a host allocates
resources to respond to the consultation requests from each of its acquaintances. An
incentive-compatible resource management model can assist a node with an AV ser-
vice to allocate resources to acquaintances in a fair manner. A node that abusively
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Figure 10.2: Architecture desgin of a trader node in CMDN.

uses the resources of others will be penalized by being removed from the acquain-
tance lists of other nodes.

The Collaborative Decision component has a direct impact on the accuracy of the
collaborative malware detection. After the host node sends out consultation requests
to its acquaintances, the collected scanning results are used to decide whether the
host should raise an alarm or not. Both false positive and false negative decisions
bring costs to the host node. In the next section we discuss a decision model that can
effectively improve collaborative detection accuracy.

10.3.2 Communication Overhead and Privacy Issue

To reduce the communication overhead in CMDNs, nodes may send the digest (fin-
gerprint) of suspicious files first. If collaborator AVs find the digest in their black-
list/whitelist, then they return the corresponding result. Otherwise, they can request
the sender to forward the original file. For AVs with behavior-based malware detec-
tion capability, the behavior log can be sent to them for analysis.

When a host sends a file to its collaborators for scanning, the file receiver may
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hold the record and turn it against the sender. To reduce this privacy concern, orig-
inal files are only sent to trusted peers for scanning in the CMDN. To avoid man-
in-the-middle attacks, all communications among connected nodes in a CMDN are
encrypted to prevent eavesdropping.

The system also uses “test files” to evaluate the quality of collaborators and to
guard against dishonest/malicious collaborators in the CMDN. The real scanning
files and test files are sent randomly and it should be difficult for recipients to distin-
guish test files from real files.

10.3.3 Adversaries and Free-Riding

Malicious insiders can be another issue in a CMDN because adversaries may dis-
guise as an active CMDN participant and attack the CMDN. For example, adver-
saries may send false scanning/consultation results to other nodes or send excessive
scanning/consultation requests to others to overload the system. CMDNs can handle
these problems by means of admission control and trust management. Trust man-
agement evaluates the expertise level and the honesty of nodes. Admission control
restricts the amount of requests from participating nodes. Some trust models for in-
trusion detection networks have been discussed in [59, 69].

Free-riding is another potential problem in CMDN because it discourages nodes
from contributing to the network. An incentive-compatible resource management
encourages active contributors and discourages free-riding. Nodes that do not con-
tribute to a CMDN refrain from benefiting from other nodes in the network. A re-
source management model for intrusion detection networks was discussed in Chap-
ter 7.

10.4 Collaborative Decision Model

In a CMDN, a collaborative malware detection decision model based on feedback
is key to obtaining high detection accuracy. Robustness is highly important for such
a decision model because adversaries have strong motivation to evade or compro-
mise the system. However, robustness is not the focus of most machine-learning
approaches. We present the design of a robust and efficient collaborative decision
model named RevMatch, which can make accurate collaborative malware detection
decisions based on the feedback from acquaintances, and is robust to malicious in-
siders. In this section we first formulate the collaborative decision problem and then
discuss the corresponding solution.

10.4.1 Problem Statement and RevMatch Model

We formulate the decision problem as follows:

Given labeled history consisting of the feedback of n AVs on m files whose ground
truth are known (malware or goodware), we decide whether a suspicious file is mal-
ware based on the feedback set 'y from a subset of the AVs.
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Table 10.1: Summary of Notations

Symbol Meaning

N Set of AVs in the CMDN

n Total number of AVs in the network

AV; Antivirus i

N Set of acquaintances of AV;

|A] The number of acquaintances of AV;

M, G Total number of malware and goodware in the labeled
records database

Py, Pg Prior probability of malware and goodware in the real
world

m Total number of samples used for evaluation

O; Quality score of AV;

Y Scanning results (feedback) from acquaintance AV},

T, The threshold for the static threshold method

Ty The threshold for the weighted average method

T, Observation threshold for the RevMatch method

M(y),G(y) The number of malware and goodware in records with
matching feedback set y

FP, FN The false positive and the false negative
Crp,Crn Cost of false positive and false negative decisions
t Minimum time gap for two adjacent updates on the same
feedback
a Discount factor
B Weight on priors of malware and goodware

To solve this problem, we model the decision problem as follows: suppose a sce-
nario where a set of AVs .4 are consulting each other for malware assessment. AV;
(i € ) sends a suspicious file to other AVs in its acquaintance list .4; for consul-
tation. Let random variable Y; := [Y;] jc_4; denote the feedback vector that contains
the scanning results from its acquaintances. Note that ¥; € {0,1}, and ¥; = 1 and
Y; = 0 indicate the suspicious file is malware or goodware, respectively'. Suppose
AV; sends a suspicious file to its acquaintances for consultation and receives a feed-
back sety = {y1,...,¥|.s} from its acquaintances, where y; € {0, 1} is the feedback
from acquaintance j. AV; needs to decide whether or not the suspicious file is mal-
ware based on the feedback y. Table 10.1 summarizes the notations we use in this
section for the readers’ convenience.

We model the above decision problem as a utility optimization problem. Let ran-
dom variable X € {0,1} denote the outcomes of “goodware” and “malware.” Let
Py (y) denote the probability of being “malware” given the feedbacks y from all ac-
quaintance AVs. Py(y) can be written as Py (y) =P[X = 1|Y =y]|. Let Cy, and Cy,

1For the convenience of presentation, we drop the subscript i in the notations appearing later in this
chapter.
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denote the average cost of a FP decision and a FN decision. We assume that there is
no cost when a correct decision is made. We define a decision function 6(y) € {0,1},
where 6 = 1 means raising a malware alarm and § = 0 means no alarm. The risk of
decision R(J) can be written as

R(8) = CuPu(y)(1—8)+Crp(1 —Pu(y))d
= (Crp—(Crp+Cpa)Puy(y))d +CrnPu(y)

To minimize the risk R(8), we need to minimize (Cy, — (Cfp+Cfy)Pu(y))0. There-
fore, the AV raises malware alarm (i.e., 6 = 1) if

Cro (10.1)

P >
u@) 2 Crp+Cin

To make the optimal decision, the key step is estimating Py (y). Our solution
(RevMatch) is to search in the labeled history for records that have the same feed-
back set as y. Let M(y) and G(y) denote the number of malware and goodware in
the labeled records with matching feedback set y. If the number of observed match-
ing records in history is larger than a threshold, that is, M(y) + G(y) > 7. > 0, then
Py (y) can be estimated using

PlY =y|X =1|P[X = 1]
PlY =y]
PlY = y|X = 1|P[X = 1]
T PY=y[X =1|P[X = 1]+ P[Y = y|X = 0]P[X = 0]
B P[Y = y|X = 1]Py
" PY=y|X =1]Py +P[Y =y[X =0P;
1

1

= GyMP
U+ Svory,

Pu(y) =PX=1]Y=y]=

(10.2)

where P[Y = y|X = 1] is the probability that a feedback set y is received when the
file is malware; and P[Y = y|X = 0] is the probability that diagnosis y is received
when the file is goodware. Py, is the prior probability of malware; P¢ is the prior
probability of goodware. M, G are the numbers of malware and goodware samples
in the labeled history.

We use a simple example in Figure 10.3 to illustrate a use case of this decision
model. When AV;) receives a suspicious file s and cannot make a confident decision,
it sends the file to its acquaintances AV;,AV,,AV3 for scanning. The feedback set
returned is {1,1,0}. AVy searches its labeled records database and finds two matches.
Both matches are malware. If 7. = 2, AV decides that file s is malware using the
decision formula described in Equation (10.2).
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Labeled Records for AVO
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3473 0 1 goodware .
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Figure 10.3: An example of the RevMatch decision algorithm for CMDNs.

10.4.2 Feedback Relaxation

The previous results are based on the condition that M (y) + G(y) > 7., where 7. > 0
is a system parameter to specify the minimum number of matches in order to reach
some ‘““confidence” in decision making using Equation (10.2). In this subsection, we
discuss how to deal with the case of M(y) + G(y) < 7.

M(y)+G(y) < 7. indicates there are not enough matches and thus no confident
decision can be made. The RevMatch model handles this problem using feedback
relaxation. That is, it ignores feedbacks from some acquaintances, intending to in-
crease the number of matches by partial matching. The RevMatch model chooses to
ignore the feedback from the least competent AV, as removing incompetent nodes
can effectively increase the matching cases number while keeping valuable feedback
from high-quality AVs. The competence level of an AV can be its trust value or qual-
ity score.

Algorithm 10.1 describes the process of removing incompetent AVs from the
feedback set one by one until the number of matching samples exceeds the threshold
T.. Then, a decision is made based on the remaining feedback set. Upon receiving
a diagnosis set y, it first checks if the number of matching cases in the records ex-
ceeds the threshold 7. If it does, it makes a decision based on the collected matches.
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Otherwise, the least competent AV is removed from the feedback set in each round
until the number of matching samples exceeds the threshold. After that, it returns the
corresponding decision and the remaining feedback set.

Algorithm 10.1 Relaxation(y, /,)

/IThis algorithm removes feedback from the least competent AVs from the ac-
quaintances list until the number of matches reaches the threshold 7. It has two
parameters, the feedback vector y and an ordered list of AVs /,, which is sorted by
the competence levels of AVs in ascending order.

(M(y),G(y)) < find matches for y

if M(y) + G(y) > 7. then

6 < max R(0)
50,1}

return (y, 8)

end if

/[Feedback relaxation

for each ain /, do
y < y removes feedback of AV a
(M(y),G(y)) < find matches for y
if M(y) + G(y) > 7. then

0 < max R(9)
50,1}

return (y, 8)
end if
end for

10.4.3 Labeled History Update

The labeled history (ground truth set) is highly important because all decisions are
based on the ground truth (GT) search for matches. As previously mentioned, AVs
in CMDN collect labeled history by sending test files to acquaintances and recording
their feedbacks and GT. Real consultation files can also be used when their GT are
revealed afterward.

The GT set T is a collection of feedback records labeled with their GT (malware
or goodware) as shown in Figure 10.3. To increase storage efficiency, a GT entry T;
can be represented with attributes {F;,a;,b;,1;}. F; is the binary set representing the
feedbacks from acquaintances, a; and b; are the number of malware and goodware
in history with feedback F;. ¢; is the timestamp of the last GT sample recorded with
feedback F;. The purpose of recording the timestamp is to prevent history poison
flooding attacks, where a malicious insider (probably a malware producer) accumu-
lates credibility quickly by releasing a large number of zero-day malware that other
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AVs may not be able to detect in the beginning, and then raises alarms on goodware
to mislead others (see Section 10.6.6).

The labeled history update process is described in Algorithm 10.2. When a node
has a new test file with GT g € {0, 1}, it sends the file to all collaborators for consul-
tation and receives feedback F'. Suppose there exists an entry F; = F in the labeled
history and 7; < currentTime() — At, thenupdate a; = aj+gand b; = ob;j+(1-3),
and also reset #;; otherwise if there is no entry with feedback F, then create a new
entry {Fyew,Anews Dnew, tnew }- At is the minimum time gap that two adjacent updates
have the same feedback. « is the discount factor on older data, and f8 is the weight
on priors. Py, P are the priors for malware and goodware, respectively.

Algorithm 10.2 Ground Truth Update(T, F, g)
1: //This algorithm updates the ground truth set T when a new ground truth g with
scanning feedback F arrives.
j < search records in T with feedback F
if j > 0and; < currentTime() — At then
aj <= aaj+ g // update the number of malware
bj <= abj+ (1 —g) // update the number of goodware
else if j is not found then
F,ey = F /] create a new entry F,,, = F
Apew <= PPy +8
bpew <= BPG + (1 7g)
T <= TU {Few,dnew; Dnew, currentTime() }
: end if

R A A o

—_ =
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10.5 Evaluation

In this section we use real data to evaluate the performance of the RevMatch model
and compare it with four other decision models, namely, ST, WA, DT, and BD (de-
scribed in Section 10.2). The metrics we use for the evaluation include detection ac-
curacy, running time efficiency, and robustness against insider attacks. We use quality
score, which is the combination of FP and FN, to measure detection accuracy; run-
ning time efficiency is the average running time for making a decision; robustness is
the level of resistance to malicious insider attacks. We evaluate the performance of
RevMatch and draw comparisons among different collaborative decision algorithms.

10.5.1 Data Sets

In order to evaluate the accuracies of the decision algorithms, we collected real-world
malware and goodware samples. Our malware data sets were collected from Mal-
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Table 10.2: Data Sets

Dataset Data Set Description Samples  Year Malware
ID Alarm Rate
S1 Old malware 58,730 2008-2009 84.8%
S2 New malware 29,413 2011-2012 59.5%
S3 Hybrid malware 50,000 2009-2012 69.7%
S4 Goodware (SourceForge) 56,023 2012 0.3%
S5 Goodware (Manual) 944 2012 7.9%
S6 Hybrid goodware 5,000 2012 1.6%

ware Analysis System (formerly CW-Sandbox)?, Offensive Computing?, and other
antivirus vendors. In terms of the collection time, our malware data sets are divided
into two groups: old malware data set (S1) collected in 2008-2009 and new malware
data set (S2) collected in 2011-2012. We also mixed the two data sets and selected
50,000 of them to form a hybrid malware data set (S3).

In our evaluation, we also included goodware to measure false positive rates of
the decision algorithms. We crawled the top 10,000 projects in SourceForge* and
extracted PE (Portable Executable) binary files as goodware samples (S4). We also
collected binary files (S5) manually as false positive samples, such as some driver
files and computer games from reputable producers from various sources. We also
selected a mixed combination of goodware samples to form a hybrid goodware data
set (S6). Table 10.2 shows the size of each data set.

We used VirusTotal’ to obtain scanning results from a variety of antivirus tools.
Using the VirusTotal API, we uploaded our entire malware and goodware data sets
and acquired scanning logs of forty different antivirus tools. Figure 10.4 shows both
the TP and FP of each antivirus engine based on hybrid data sets S3 and S6. One
caveat is that we do not intend to compare different AV engines’ detection rates be-
cause VirusTotal is not designed for performance comparisons. VirusTotal’s scanning
results are based upon command-line versions of AV engines that may not be armed
with more sophisticated techniques, for example, behavioral analysis. We replace
the names of AVs with indexed labels (e.g., AV;) and the full list of AVs used in our
experiments can be found in alphabetical order in Table 10.3.

We collected the average percentage of AVs raising malware alarms to each data
set based on VirusTotal’s scanning results. We notice a higher percentage of AVs
raise malware alarms on older malware samples than newer ones (see Table 10.2).
The cause of the difference might be that antivirus vendors have more time to analyze
and create more accurate antivirus signatures for older malware samples.

In our setting, we used VirusTotal’s scanning results as domain knowledge or

Zhttps://mwanalysis.org/.
3http://www.offensivecomputing.net/.
“http://sourceforge.net/.
Shttps://www.virustotal.com.
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Table 10.3: Antiviruses Used for Evaluation (presented in alphabetical order)

AhnLab-V3 Comodo | Jiangmin Rising

AntiVir DrWeb K7AntiVirus Sophos

Antiy-AVL Emsisoft | Kaspersky SUPERAntiSpyware
Avast eSafe McAfee Symantec

AVG eTrust-Vet | Microsoft TheHacker
BitDefender Fortinet NOD32Norman | TrendMicro
ByteHero F-Prot nProtect VBA32
CAT-QuickHeal | F-Secure | Panda VIPRE

ClamAV GData PCTools ViRobot
Commtouch Ikarus Prevx VirusBuster

previous observation on binary files. Given the same amount of information about
binary files, our goal is to determine which decision algorithm (1) yields the best
detection rate and (2) provides more resilience against manipulated information.

10.5.2 Experiment Setting

We emulate a CMDN composed of forty AVs from different vendors as trader nodes.
Each node includes all other nodes in its acquaintance list.

The data collected in Section 10.5.1 is partially used for constructing labeled
history for nodes in CMDN. The remaining data is used for testing/evaluation. In
the next subsections, we evaluate and compare the efficiency of several different
collaborative decision models.

10.5.3 Ranking of AVs

Both the WA model and RevMatch model require the ranking of AVs. In this section
we evaluate the TP, FP, and quality scores of AVs based on hybrid data sets S3 and S6.
Moreover, the false negative rate (FN) is the probability that a malware is not detected
and the true negative (TN) is the probability that goodware is correctly classified
as goodware. High TP and low FP reflects high quality on malware detection. We
define quality score of AV;, denoted by Q;, using Q; = 1 — (Cf,FN; +Cy,FB),Vi €
{1,2,...,n}, where Cy, and Cy, are the penalization factors on the false negative and
false positive rates, respectively.

The FP, TP, and quality scores for all AVs are plotted in Figure 10.4, where AVs
are sorted by their quality scores (Cy, = Cr, = 1). Complete data results can be
found in Table 10.4. We can see that TP and FP from different AVs vary greatly, and
high-quality AVs have both high TP and low FP. The highest quality score an AV can
achieve is 0.851. Results also show that all AVs are more effective in detecting old
malware (S1) than new malware (S2).
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Figure 10.4: True positive rate and false positive rate of AVs.

10.5.4 Static Threshold

The static threshold (ST) model takes the total number of AVs that raises malware
alerts. If the number is larger than a given threshold 7y, then it raises a malware alarm.
That is, if ;e 4 V; > 75, where V; € {0,1} is the diagnosis result from AV}, then it
raises a malware alarm.

We implemented the ST model and plot the evaluation results in Figure 10.5. We
can see that FP decreases and FN increases when threshold 7, raises. When 7; is 0,
ST reports all files to be malware; when 7 is 40 (the total number of AVs), ST reports
all files to be goodware. The quality score of ST reaches the highest when 7; is 5. In
the rest of this section, we set 7, = 5 unless we specify otherwise.

10.5.5 Weighted Average

The weighted average (WA) model takes the weighted average of the decisions from
all AVs and asserts the suspicious file to be malware when the weighted average is
higher than a threshold 7,,. In our implementation, we use the quality scores com-
puted in Section 10.5.3 as the weight of all AVs. That is, WA only raises a malware

Lie# OV > 1, where V; € {0,1}. As shown in Figure 10.6, WA yields op-

alarm if IﬁV\
timal results when the threshold 7,, = 4/40. Compared to ST, WA performs slightly
better in malware detection quality. In the rest of the evaluation, we fix T, to 4/40

unless we specify otherwise.

10.5.6 Decision Tree

The decision tree (DT) model uses machine learning to produce a tree-structured
predictive tool to map feedback from different AVs to conclude that a suspicious file
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Table 10.4: Quality Ranking for Antiviruses (AV1-AV40 correspond to the AVs
listed in Table 10.3 with assigned nicknames)

Antivirus Detection | Detection True Positive | False Positive  Quality Score
Alias Rate(S1) | Rate(S2) (malware S3) | (goodware S6) Cy, =Cpp =1
AV1 0.951 0.800 0.859 0.008 0.851
AV2 0.944 0.797 0.855 0.006 0.849
AV3 0.925 0.787 0.840 0.007 0.833
AV4 0.961 0.783 0.855 0.024 0.831
AVS5 0.939 0.759 0.831 0.005 0.826
AV6 0.939 0.757 0.830 0.007 0.823
AV7 0.940 0.747 0.824 0.011 0.813
AVS 0.946 0.752 0.830 0.017 0.813
AV9 0.952 0.742 0.827 0.014 0.813
AV10 0.932 0.755 0.827 0.016 0.812
AV11 0.936 0.752 0.825 0.013 0.812
AV12 0914 0.733 0.802 0.002 0.800
AV13 0.931 0.726 0.809 0.009 0.799
AV14 0.947 0.813 0.866 0.070 0.796
AV15 0.863 0.753 0.795 0.010 0.785
AV16 0.935 0.726 0.812 0.027 0.784
AV17 0.931 0.654 0.770 0.006 0.764
AV18 0.908 0.779 0.826 0.062 0.764
AV19 0.911 0.648 0.758 0.005 0.753
AV20 0.891 0.653 0.750 0.002 0.748
AV21 0.890 0.679 0.761 0.024 0.737
AV22 0.927 0.594 0.734 0.008 0.725
AV23 0.938 0.607 0.737 0.017 0.720
AV24 0.929 0.592 0.731 0.013 0.718
AV25 0.903 0.562 0.702 0.007 0.695
AV26 0.907 0.556 0.697 0.005 0.692
AV27 0.897 0.544 0.686 0.009 0.677
AV28 0.849 0.546 0.667 0.005 0.663
AV29 0.882 0.513 0.657 0.007 0.651
AV30 0.861 0.461 0.626 0.016 0.610
AV3] 0.755 0.494 0.603 0.000 0.603
AV32 0.771 0.421 0.560 0.014 0.545
AV33 0.814 0.377 0.553 0.072 0.481
AV34 0.746 0.416 0.534 0.069 0.465
AV35 0.525 0.330 0.395 0.008 0.387
AV36 0.754 0.141 0.385 0.005 0.380
AV37 0.474 0.283 0.360 0.007 0.353
AV38 0.473 0.221 0.320 0.025 0.295
AV39 0.204 0.062 0.124 0.009 0.116
AV40 0.022 0.001 0.003 0.002 0.001
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Figure 10.5: TP, FP, and quality scores of static threshold-based model with different
thresholds (based on data set S3, S6).
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Figure 10.7: The optimal decision tree generated by Weka J48 Algorithm (top 5
levels).

is malware, or not. We used Weka®, a datamining software, as the machine learning
tool to produce decision trees for evaluation. We chose algorithm J48 for decision
tree generation based on data set S3 and S6. We used 10-fold cross-validation to
avoid overfitting. Figure 10.7 shows the partial outcome of the final decision tree.
The entire decision tree includes twenty-six out of forty AVs in the decision loop.
Our results show that the DT model achieves a high TP 0.956. However, it also
has a higher FP of 0.077, which leads to a moderate quality score of 0.879 (see
Table 10.5). We speculate the reason behind this is that the DT model focuses on
reducing the overall number of false decisions, which does not necessarily produce
optimal quality score when there is large discrepancy in training data set sizes of
malware and goodware.

10.5.7 Bayesian Decision

The Bayesian decision (BD) model uses Bayes’ Theorem to calculate the conditional
o, +cf . However, the BD

model is based on the assumption that all AVs are independent, which is not the case
in reality. We also implemented the BD model and the detection accuracy is shown
in Table 10.5.

probability Py/(y). A malware alarm is raised if Py (y) >

10.5.8 RevMatch

The RevMatch model (Section 10.4) takes the feedback and does a history records
lookup for decision. We implemented RevMatch and evaluated it using 10-fold cross-
validation based on data sets S3 and S6. We fix parameters @ = 1, § =0, and Py, =
Pg = 0.5. In the first experiment, we fix parameters Cr, = Cr, = 1 and increase

Ohttp://www.cs.waikato.ac.nz/ml/weka/.
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Figure 10.8: The ilmpact from 7. in RevMatch model.

threshold 7, from 1 to 5. As shown in Figure 10.8, a higher 7. leads to a slightly
higher FN and lower quality score.

In the next experiment, we fix 7. = 1 and set different penalization weights on
false negative rates Cy,. Figure 10.9 shows that a higher Cy, leads to a higher FP and
a lower FN. We speculate the reason is that RevMatch automatically trades FP for a
lower FN, since the penalization of FN is higher.

10.5.9 Comparison between Different Decision Models

In this experiment, we compare the quality scores of five different decision models:
ST, WA, DT, BD, and RevMatch. The results are based on data set S3 and S6. We
used fixed thresholds 5 for ST and 4/40 for WA. We used 10-fold cross-validation
for both DT and RevMatch models. We set parameter 7. = 1 and Cy, = Cp, = 1.
The results are shown in Table 10.5. We can see that RevMatch outperforms all other
models in terms of overall quality score. Also, all collaborative detection models
have higher quality scores than any single AV.

Next, we increase Cy, from 1 to 13 and plot the quality score of all decision mod-
els. The results are shown in Figure 10.10. We can see that RevMatch is superior to
all others in all cases. BD performs the worst on higher Cy,. An interesting obser-
vation is that ST starts to perform better than WA when Cy, is sufficiently large. We
speculate the reason is that when it is costly to miss malware, then the system con-
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Table 10.5: Quality Scores among Different Decision Models

Method True Positive |False Negative |False Positive| — Quality Score

TP FN FP 1-Csp,FP—-Cy,FN
Static threshold 0.903 0.097 0.022 0.881
Weighted threshold 0.908 0.092 0.025 0.883
Decision tree 0.956 0.044 0.077 0.879
Bayesian decision 0.871 0.129 0.013 0.858
RevMatch 0.927 0.073 0.007 0.920
Best single AV 0.859 0.141 0.008 0.851

siders the opinion from all AVs rather than focusing on some high-quality AVs. Note
that in this experiment, ST and WA both re-select their optimal decision thresholds
for each Cy,.

10.5.10 Robustness against Insider Attacks

In an open CMDN, adversaries may join the network and serve as CMDN members
in the beginning and then suddenly turn around and send incorrect feedback. The
tasks of quickly identifying and removing malfunctioning or malicious insiders are
the responsibilities of trust management and acquaintance management. However, in
this subsection, we are interested in knowing the maximal impact malicious nodes
can bring to the system if such a malicious node identification and removal mecha-
nisms do not exist. We evaluate the impact of malicious insiders on the four decision
models by intentionally injecting attacks into the experimental data.

In the first experiment, we start from the lowest ranking AV and replace its feed-
back by a malicious one, and gradually increase the number of malicious attackers
by replacing feedback of other low quality AVs. We emulate three types of attacks,
namely the alarmer attack, the dormant attack, and the random attack. Attackers
launching an alarmer attack always report malware whenever a scanning request is
received; attackers launching a dormant attack always report goodware for all scan-
ning requests; whereas in a random attack, nodes report random decisions (either
malware or goodware). Figure 10.11 shows the impact of these three different at-
tacks on RevMatch model with different numbers of attackers. The alarmer attack
has the highest impact and the dormant attack is the least effective. With the alarmer
attack, the quality score drops down significantly when the number of attackers is
higher than 5.

In another experiment, we investigate the impact of alarmer attacks on different
decision methods. Figure 10.12 shows that the decision tree was least durable to col-
luded alarmer attacks. Its quality score had no change with the first two attackers,
but dropped quickly after the third attacker joined in. We investigated the reason and
found that the first two AVs were not included in the decision tree while the third
attacker AV was. The results also show that ST can endure at most four attackers be-
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cause the decision threshold is 5. The RevMatch, BD, and WA models are relatively
more robust to colluded alarmer attacks. We also notice that using a higher decision
threshold 7, on RevMatch increases the resistance against attackers while decreasing
the detection quality when there is no insider attack.

10.5.11 Acquaintance List Length and Efficiency

In the previous experiments, we showed that collaboration can effectively improve
the intrusion detection accuracy for all participating IDSs. In this experiment, we
study the impact of collaboration network size on the overall detection quality in
the network. We start with five AVs with the lowest ranking and gradually increase
the network size by adding more competitive AVs until it reaches forty, and we ob-
serve the malware detection quality score with different network sizes. We repeat the
above process by starting from the top ranking AVs and add lower ranking ones in
the second experiment, and by adding randomly picked AVs in the third experiment.
The results (Figure 10.13) show that collaboration significantly improves the detec-
tion accuracy for nodes with low detection capability and nodes with high detection
accuracy also benefit from it. We can see that although the collaboration between the
top five AVs already yields good results, recruiting more AVs with lower ranking can
further improve the overall accuracy. In all cases, a network with twenty-five AVs can
achieve high malware detection quality. The drawback of collaborating with many
AVs is the maintenance overhead because the participating AVs need to allocate re-
sources to assist their collaborators. A host should select an appropriate acquaintance
list size depending on the amount of resources it can reserve for AV collaboration.

0.7 - =
0.6 From least competitive AVs ——+—
| From most competitive AVs
| Rgndom!y selegted Ays o
0.5

5 10 15 20 25 30 35 40
Number of Acquaintances

Figure 10.13: The quality scores versus number of collaborators.
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’!‘able 10.6: Performance Summary of Collaborative Decision Models

Decision Model Decision | Runtime | Attacker Partial Flexibility
Quality Tolerance Feedback

Static threshold Medium | very fast | 4 attackers | No Yes

Weighted average | Medium | very fast | 5+ attackers | Yes Yes

Decision tree Medium | very fast | 3 attackers | No No

Bayesian decision | Low very fast | 5+ attackers | Yes Yes

RevMatch High fast 5+ attackers | Yes Yes

10.6 Discussion

In Section 10.5 we evaluated the performance of the RevMatch model and compared
it with four other collaborative decision models namely, ST, WA, DT and BD. The
criteria we have used for evaluation are quality score and resistance to insider attacks.
Quality score is a combination of FP and FN of the decisions, and the resistance to
insider attacks is the maximum number of alarmer attackers it can endure before the
quality score of the decision model drops significantly. In this section we discuss
other criteria that may be also important for choosing the right decision model for
CMDN. They are runtime efficiency, partial feedback adaption, and tuning flexibility.

10.6.1 Runtime Efficiency on Decision

Runtime efficiency is an important criterion since it may not be acceptable for the
system to take too long to make a decision. We evaluate the running time of all
four decision models on a Ubuntu machine equipped with 2.13 GHz Intel Xeon and
3X4GB RAM. The ST, WA, BD, and DT models all take less than 1 millisecond
in processing the decision algorithm. RevMatch takes less than 15 milliseconds on
average to make a decision.

10.6.2 Partial Feedback

In a CMDN, some collaborators may not respond to scanning requests all the time,
especially when they are overloaded. Therefore, it is important for AVs to be able to
make effective decisions based on the feedback from a subset of collaborators. ST
may not work effectively with partial feedback because the fixed thresholds may be
too high when the number of feedback participants is small. DT also does not work
well with partial feedback, as it requires the inputs that can form a decision path in
the tree. WA, BD, and RevMatch can work well with partial feedback.
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10.6.3 Tuning Flexibility

Tuning flexibility allows the system administrator to tune the sensitivity of malware
detection. For example, the system can become more or less sensitive to malware by
changing a parameter. Both ST and WA can be tuned for the sensitivity of the system
by setting their thresholds. DT, however, does not have a parameter that can be tuned
for detection sensitivity. BD has tuning parameters Cy,,Cr,. RevMatch can be tuned
using the penalization factors (i.e., Cyp,Cyy) for sensitivity, and 7. for the robustness
of the system.

10.6.4 Comparison

Table 10.6 provides a qualitative performance summary of the five collaborative deci-
sion models based on the metrics we selected. We can see that RevMatch is superior
in terms of detection accuracy, flexibility, and adaptability to partial feedback. It also
performs well in terms of runtime efficiency and resistance against insider attacks.
Our results provide a reference for decision makers regarding which collaborative
decision method to employ in their CMDNSs.

10.6.5 Zero-Day Malware Detection

In CMDN, behavior-based malware detection techniques might be employed by
some AV vendors. Zero-day malware can be possibly detected by some AVs that
have sophisticated behavior analysis engines. Collaboration makes it possible for
AVs to exchange information on zero-day malware. Our collaborative approach can
provide significant benefit to users of AV products who do not have the capability to
detect zero-day malware.

10.6.6 Historical Data Poisoning Attack

Because RevMatch uses history data for decision, adversaries may try to poison the
history data to benefit themselves. For example, an adversary knows about a type of
zero-day malware (it might release them), so it always identifies this zero-day mal-
ware while the other AV engines miss it. After that, it suddenly reports all goodware
to be malware, intending to cause its collaborators to raise a large number of false
alarms. However, RevMatch is resistant to this type of attack because the ground
truth update mechanism design prevents the adversary from poisoning the history
data quickly, by using the minimum recording time gap At. It is difficult for the ad-
versary to constantly create new types of zero-day malware to boost its credits. Also,
nodes in the network only consult others when the received file is detected as suspi-
cious by the anomaly approach, and goodware usually does not raise any concern by
anomaly detection.
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10.7 Conclusion and Future Work

In this chapter we presented a collaborative malware detection framework (CMDN)
and its architecture design. We particularly focused on the design of its collaborative
decision mechanism. We presented a decision model named RevMatch, which makes
collaborative malware detection decisions based on looking up the historical records
with the same feedback set. We discussed several evaluation metrics and compared
the RevMatch model with other decision models in the literature based on real data
sets. Our evaluation results showed that RevMatch outperforms all others in terms
of detection accuracy, flexibility, and tolerance of partial feedbacks, while achieving
satisfactory running time efficiency and robustness to insider attacks. In general, col-
laborative malware detection techniques improve detection quality in comparison to
single AVs. In our future work, we plan to further improve the robustness of the de-
cision system by introducing more sophisticated insider attacks in addition to those
we discussed in this chapter, and devise corresponding defense mechanisms. We also
intend to further improve the efficiency of the decision algorithm by integrating the
confidence level in detection from all participating AVs.
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Intrusion detection networks (IDNs) are collaboration networks interconnecting
intrusion detection systems (IDSs) to exchange information, knowledge, and exper-
tise, in order to collectively achieve higher intrusion detection accuracy. However,
building an IDN is a challenging task. Intrusion detection efficiency, robustness
against malicious insiders, incentive compatibility, and scalability are four desired
features of IDNs. This book focused on a distributed consultation-based IDN ar-
chitecture design, where IDSs are connected to their collaborators in a peer-to-peer
overlay, and send consultation messages to their collaborators when they do not have
enough confidence to make an accurate intrusion assessment. The consultation feed-
backs from collaborators are then aggregated to make a final intrusion decision. A
typical IDN architecture includes several components essential for IDS collaboration
(Chapter 3), four of which were discussed extensively throughout this book, namely
trust management, collaborative intrusion decision, resource management, and ac-
quaintance management.

As part of trust management, we discussed in Chapter 4 the design of the trust
component—a Dirichlet-based Bayesian trust learning model used to calculate the
trust values of collaborators based on past experiences. We showed that this model
not only provides an efficient way to estimate trust values, but also provides the
confidence levels in trust estimations. Chapter 5 discussed how the collaborative in-
trusion decision problem can be formulated as a Bayes optimization problem. It also
showed how optimal decision rules that minimize Bayes risks can be obtained us-
ing hypothesis testing methods and real-time efficient, distributed, and sequential
feedback aggregation can be achieved using a data-driven mechanism. As part of re-
source management, a continuous-kernel noncooperative game model was described
in Chapter 6 and used to solve the problem of fair and incentive-compatible resource
allocation. Finally, for acquaintance management, we presented in Chapter 7 a sta-
tistical model to evaluate the trade-off between the maintenance cost and intrusion
cost, and an effective acquaintance management method to minimize the overall cost
for each IDS in the network by appropriately selecting acquaintances.

In addition to consultation-based IDNs discussed in Section II, we also discussed
a different type of IDN design, namely knowledge-based IDNs in Chapter 8, partic-
ularly focusing on its knowledge propagation mechanism design. In Chapter 9 we
described an application of consultation-based IDNs to malware detection, where
antiviruses collaborate together to improve the detection accuracy of the overall net-
work.

We have established a set of metrics to evaluate the performance of collabora-
tive IDNs, namely intrusion detection accuracy, robustness against malicious insid-
ers, incentive compatibility in resource allocation, and scalability in network size.
In addition, a case study of collaborative malware detection using real malware and
goodware data was presented to show antivirus detection rate, malware detection
accuracy, and robustness of decision models.

Overall, the results showed that consultation-based IDN design and IDN archi-
tecture components presented in this book are indeed efficient, incentive compatible,
scalable, and robust. In particular and to evaluate collaborative IDN robustness, we
have considered various attack models and corresponding defense mechanisms.
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Finally, it is worth mentioning that, the collaboration management framework for
intrusion detection networks discussed in this book can be useful for other types of
networks with untrusted nodes such as mobile ad hoc networks, sensor networks,
vehicular networks, and social networks.
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Appendix A

Examples of Intrusion
Detection Rules and
Alerts

CONTENTS
A.1  Examples of Snort Rules ............c.c. i 215
A.2  Example of an Intrusion Alert in IDMEF Format .................... 216

A.1 Examples of Snort Rules

Snort is a network-based intrusion detection system (NIDS). Its detection system is
based on rules that are shared publicly by users and Snort administrators. Snort rule
and updates are open source and free for public use and modification.

Users can configure which interface Snort listens to and what action Snort per-
forms when a packet is detected by Snort rules. Snort rules are statements that define
what to do with the sniffed packets. Each rule should be one single line. A Snort rule
is composed of a Rule Header and Rule Options. The header part identifies the traffic
based on IP address and port and the action to be done; for example, should it be
logged, escalated or ignored? The rule options further narrow down traffic to fit into
some particular event.

Figure A.1 shows the structure of a typical Snort rule. The Rule Header is the
first part of a Snort rule and the rule options is the second part of the rule. The header
contains the following fields: Action field, Protocol field, Source and Destination IP,
Source and Destination Port, Direction. The Rule Options can contain several pairs

215
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Figure A.1: Structure of a Snort Rule.

of option fields and value fields. In the example shown in figure A.1, The content
option specifies the signature of an attack and the msg option specifies which message
should be printed out when a suspicious packet is detected.

Snort rules can be customized by users and administrators on top of the base
rules downloaded from the rule deposit center. Effective customized rules can be
shared between Snort communities and adopted by users with similar interests. An
efficient rule-sharing mechanism can effectively distribute Snort rules to peers who
are most likely adopt the rule and therefore improve the intrusion efficiency of the
entire community.

A.2 Example of an Intrusion Alert in IDMEF Format

Figure A.2 shows an example of an intrusion detection alert in IDMEF format.
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<?xml version="1.0" encoding="UTF-8"?2>
<idmef : IDMEF-Message xmlns:idmef="http://iana.org/idmef"
version="1.0">
<idmef:Alert messageid="123456789abc">
<idmef:Analyzer analyzerid="sensor01">
<idmef:Node category="dns">
<idmef :name>sensor.abc.com</idmef :name>
</idmef :Node>
</idmef:Analyzer>
<idmef:CreateTime
ntpstamp="0xbc89f6f9.0xef669437">2012-09-09T10:01:25.934642</
idmef:CreateTime>
<idmef:Source ident="a0b2" spoofed="yes">
<idmef:Node ident="alOb2-1">
<idmef:Address ident="ala2-2" category="ipv4-addr">
<idmef:address>192.0.1.100</idmef:address>
</idmef :Address>
</idmef :Node>
</idmef:Source>
<idmef:Target ident="b5b6">
<idmef :Node>
<idmef:Address ident="b5b6-1" category="ipv4-addr">
<idmef:address>192.0.1.10</idmef:address>
</idmef:Address>
</idmef :Node>
</idmef:Target>
<idmef:Target ident="c7c8">
<idmef:Node ident="c7c8-1" category="nisplus">
<idmef :name>hipo</idmef :name>
</idmef :Node>
</idmef:Target>
<idmef:Target ident="d1ld2">
<idmef:Node ident="d1d2-1">
<idmef:location>Waterloo B10</idmef:location>
<idmef :name>Cisco.router.bl0</idmef :name>
</idmef :Node>
</idmef:Target>
<idmef:Classification text="Ping-of-death detected">
<idmef:Reference origin="cve">
<idmef :name>CVE-1999-128</idmef :name>
<idmef:url>http://www.cve.mitre.org/cgi-bin/cvename.cgi?
name=CVE-1999-128</idmef:url>
</idmef:Reference>
</idmef:Classification>
</idmef:Alert>
</idmef : IDMEF-Message>

Figure A.2: Example of an intrusion alert in IDMEF format.
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Proofs of Theorems
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B.1 Proof of Proposition 9.4.3

Proof B.1 In G1, for each i € ./, the feasible set .%; is a closed, bounded, and
convex subset of R"™. The public utility function U; is jointly continuous in its argu-
ments and strictly convex in 7;. Hence, using Theorem 4.3 in [38], we can show that
G1 admits a Nash equilibrium in pure strategies.

In G2, without relaxation, the convex program (PPi) admits a solution 7;;, which
is continuous in ﬁ,- [165]. The feasible set of (Pi) is compact and convex, and the
Uib is jointly continuous in its arguments and strictly convex in R;. Hence, G2 has a
Nash equilibrium at the level of private optimization. We can determine rl-*j, which
yields an equilibrium at the level of public optimization. Therefore, G2 admits a
Nash equilibrium in pure strategies of {(7;,R;),i € A4}.

219
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B.2 Proof of Theorem 9.2

We first introduce a few definitions and then prove Proposition B.2.1, which will be
used in the proof of Theorem 9.2.

Definition B.1 Let ﬁ?,?},i € ./, be an NE. The non-prime degree D of an equi-
librium is the number of distinct pairs {i, j}, j € .4, such that R;; # r};. Note that a
prime NE has non-prime degree 0.

Proof B.2 In the proof of Theorem 9.2, we show that any non-prime NE can be
reduced to a prime NE with D = 0. From Proposition 9.4.3 we know there exists at
least one NE for G2. Let R* = [R!];c_4 and r* = [#{];c_4 be a NE. Suppose it is not
a prime NE. Hence, there must exist at least one pair that satisfies r;, < R}, for some

pair {u,v}. Construct a feasible solution (R’,r*) from (R*,r*) such that R;j =R},

. . . . / . .
forevery {i,j} € Uizj je s icn i, j\{u,v}, and R;; = rf;, for {i, j} = {u,v}. From
Proposition B.2.1 we can show that (R’, r*) also constitutes an NE, whose non-prime
degree becomes D; — 1. By an iterative process, a non-prime NE (Rx,r*) can be
reduced to a prime NE. Hence, there exists a prime NE in G2.

Proposition B.2.1 Let (R*,r*) be a NE with D # 0 and {u,v} be a pair of nodes

such that r},, < R:,. Let (R',1") be a constructed feasible solution such that ¥’ = r*,
/

Rij = R?j’for every {i,j} € Ui;éj.je/%,ie/l/{ivj}\{uvv}’ and Rij = r;j,fOF {i,j}=
{u,v}. Then (R',r*) is an NE of G2.

Proof B.3 We need to show that r* is an optimal response to R’, and then nodes
. . . / . .
have no incentive to deviate from R'. For a feasible solution (R,r), we say that r;;

is a boundary allocation if r;; = min(#;, R;;); otherwise, we say that r;; is an internal
. . . .U . .

allocation. At an NE solution, the marginal gains 5 -, j € ./, are equal for internal

ij

allocation points. In addition, the marginal gain of i at boundary allocations is no less
than the marginal gains of i at internal allocations.

Because R* is a G2 NE, node v has no incentive to move by changing R,,,. If a
node v decreases its request to # from value R}, to value r};,, then the allocation from
node u will not increase. This can be easily shown by contradiction as follows.

Suppose the reverse is true; then there must exist an internal allocation 7y, to m
whose marginal gain is higher than the marginal gain at R;V. However, from (9.2) and
(9.5) we can see that by understating the requests, nodes can increase their marginal
gains. Hence, the marginal gain at r},, is larger than the marginal gain at 7;;,. There-
fore, we can conclude that r* is not an optimal solution of configuration R*, which
contradicts the property of NE.

We also observe that node v cannot gain from u by either decreasing or increasing
its request at R:N. Decreasing the request results in decreasing the allocation from
u, because the resource is bounded by the request. On the other hand, increasing
the request at R:N shall not increase the allocation from u, because it will otherwise
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contradict the properties of NE R* that nodes v cannot gain better utility by changing

its request at an NE.
. /
Therefore, after the node v decreases R}, to R, = r};,, we arrive atr =r*. The

constructed solution R and r’ is another NE of G2.

/

B.3 Proof of Proposition 9.4.4

Proof B.4  For each pair of nodes i, j, we have r;; = A;;r;; +b;;, where r;; =
[rij,rji]T, and

b — A’ij (Mi + Zv#j,vEJV,- inrvi)
v 2'J'i (Mj + Zv#i,veﬁg qjvtvj

A — { 0 (Aij — 1)aij ] .
YL =g 0

Given the existence of Nash equilibrium and the assumption on ¢;; and gj;, the
uniqueness of the Nash equilibrium is ensured only when A;; is nonsingular.

B.4 Proof of Proposition 9.4.5

Proof B.5 From (9.13), we can find that the optimal response R;‘j to other nodes is

given by
o Hi
Rj=5— |Mi+ Y Rul
2= Aij ut jue;

Because Rl-*j is linear in R;,,u € .4, we can build it into a linear system of equa-
tions with the variables R;;,i, j € .4 stacked into one vector. The linear system has
a unique solution if the condition of diagonal dominance holds, leading to the condi-
tion.

B.S5 Proof of Proposition 9.4.6

Proof B.6 From Remark 9.4.1 we learn that rl.*j is a monotonic decreasing function
with respect to R;;. Because the utility function in (Pij) is monotonically increasing
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with rj*i, increasing R j; will decrease the utility. Hence, IDS i seeks to lower R j; until
the optimal utility is achieved. In other words, an optimal solution le- is achieved at
R;i = r}‘.i = Fji. Assuming that f, is sufficiently large, we have 7;; = Rj;. Under the

NE, we have r;‘j = rl-*j = R;‘j = l], Vi, j € A and i # j. Then from (9.13), r solves
T::T;;
* o *
ot — M;+ —rf, (B.1)
Y Y ZMEL/V T Ti < VEZ’W > Y

which yields (9.14). It is easy to see that any requests 0 < Rj; < R}; will lower the op-
timal allocation 7} 7; and hence its utility. For the case where constramt (9.3) becomes
active, the solution (9.15) already satisfies the condition and hence remains optimal.
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