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Docker has been a game changer when it comes to how modern applications are deployed and architecture--it has now grown into a key driver of innovation beyond system administration, having an impact on the world of web development and more. However, how can you make sure you're keeping up with the innovations that it's driving? How can you be sure you're using it to its full potential?

This book shows you how; it not only demonstrates how to use Docker more effectively, it also helps you rethink and reimagine what's possible with Docker.

You will also cover basic topics, such as building, managing, and storing images, along with best practices to make you confident, before delving deeper into Docker security. You'll find everything related to extending and integrating Docker in new and innovative ways. Docker Swarm and Docker Compose will help you take control of your containers in an efficient way.

By the end of this book, you'll have a broad and detailed sense of exactly what's possible with Docker and how seamlessly it fits in with a range of other platforms and tools:


	Become fluent with the basic components and concepts of Docker

	Secure your containers and files with Docker's security features

	Extend Docker and solve architectural using first, and third-party orchestration tools, service discovery, and plugins

	Leverage the Linux container virtualization paradigm by creating highly scalable applications





            

            
        
    
        

                            
                    What this book covers

                
            
            
                
Chapter 1, Docker Overview, covers the basics of Docker to give you a refresher so the following chapters don't feel so heavy.

Chapter 2, Building Container Images, teaches you how to create your own base image. We will cover creating an application in the image, as well as other advanced aspects of creating your own image.

Chapter 3, Storing and Distributing Images, discusses the places you store your images in, such as the Docker Hub and a locally hosted registry. We will also look at third-party offerings, such as Quay and the Amazon EC2 Container Registry.

Chapter 4, Managing Containers, teaches you how to manage your containers and the different ways you can go about doing so. This chapter will focus on the command line.

Chapter 5, Docker Machine, explains how to use the Docker Machine setup, new Docker hosts, and be able to have those containers created locally in places such as virtual boxes, and cloud providers, such as Amazon Web Services and DigitalOcean.

Chapter 6, Docker Compose, makes it incredibly easy to hand off docker environments to your developers and ensure that the configuration is exactly how you want it to be set or exactly how you have it set up on production systems to mimic.

Chapter 7, Docker Swarm, allows you to link Docker containers together across multiple servers. This allows for easier management as well as a better availability and interoperability between containers.

Chapter 8, Portainer, allows you to easily manage and control aspects of your configuration with Portainer, which is a web-based GUI for your Docker environment. You can launch containers, remove container, manage hosts that are running your containers, and get that overall view of your environment to see how it is performing.

Chapter 9, Rancher, allows you to launch various cluster hosts and then manage your Docker hosts and containers.

Chapter 10, Docker Cloud, uses a web browser to manage your Docker environment. This product is different, however, as it is a hosted service by Docker that takes some of the heavy lifting out of the setup process.

Chapter 11, Docker Security, focuses heavily on Docker security. After all, that's one of the most important aspects of any server, or container, in this case. We will cover the good, the not so bad, and what to look out for with regards to security. There is also a new Docker security checking configuration tool you can use to check against your containers or other containers you may use.

Chapter 12, Docker Workflows, brings everything you learned, which you will put to use by learning how to put Docker containers into production. It will also teach you how to monitor your containers and talk about the safeguards you can put into place to help with container recovery. We will look at how to extend to external platforms, such as Kubernetes and Amazon ECS.

Chapter 13, Next Steps with Docker, looks at how your applications can run better in a containerized environment by discussing discovery services. We will also look at where Docker is going, and how you can contribute to its future as well as the community.



            

            
        
    
        

                            
                    What you need for this book

                
            
            
                
You will have to install and configure Docker 17.03 (CE) on the following platforms:


	Windows 10 Professional

	macOS Sierra

	Ubuntu 16.04 LTS desktop



Also, you should have access to a public cloud platform, such as DigitalOcean or Amazon Web Services.
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This book is for developers, system administrators, and engineers who want guidance on where their journey using Docker should go next. You should already have a basic understanding of Docker, even though we will be offering a quick refresher at the start of the book to bring new readers up-to-speed with the subject.
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In this book, you will find a number of text styles that distinguish between different kinds of information. Here are some examples of these styles and an explanation of their meaning. Code words in text, database table names, folder names, filenames, file extensions, pathnames, dummy URLs, user input, and Twitter handles are shown as follows: "The next lines of code read the link and assign it to the to the BeautifulSoup function." A block of code is set as follows:


 events {
    worker_connections 1024;
 }



When we wish to draw your attention to a particular part of a code block, the relevant lines or items are set in bold:


events {
 worker_connections 1024;
 }


Any command-line input or output is written as follows:


$ curl -sSL https://get.docker.com/ | sh 
$ sudo systemctl start docker


New terms and important words are shown in bold. Words that you see on the screen, for example, in menus or dialog boxes, appear in the text like this: "In order to download new modules, we will go to Files | Settings | Project Name | Project Interpreter."

Warnings or important notes appear like this.

Tips and tricks appear like this.
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Feedback from our readers is always welcome. Let us know what you think about this book-what you liked or disliked. Reader feedback is important for us as it helps us develop titles that you will really get the most out of. To send us general feedback, simply e-mail feedback@packtpub.com, and mention the book's title in the subject of your message. If there is a topic that you have expertise in and you are interested in either writing or contributing to a book, see our author guide at www.packtpub.com/authors.
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Now that you are the proud owner of a Packt book, we have a number of things to help you to get the most from your purchase.
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You can download the example code files for this book from your account at http://www.packtpub.com. If you purchased this book elsewhere, you can visit http://www.packtpub.com/support and register to have the files e-mailed directly to you. You can download the code files by following these steps:


	Log in or register to our website using your e-mail address and password.

	Hover the mouse pointer on the SUPPORT tab at the top.

	Click on Code Downloads & Errata.

	Enter the name of the book in the Search box.

	Select the book for which you're looking to download the code files.

	Choose from the drop-down menu where you purchased this book from.

	Click on Code Download.



Once the file is downloaded, please make sure that you unzip or extract the folder using the latest version of:


	WinRAR / 7-Zip for Windows

	Zipeg / iZip / UnRarX for Mac

	7-Zip / PeaZip for Linux



The code bundle for the book is also hosted on GitHub at https://github.com/PacktPublishing/Mastering-Docker-Second-Edition. We also have other code bundles from our rich catalog of books and videos available at https://github.com/PacktPublishing/. Check them out!
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We also provide you with a PDF file that has color images of the screenshots/diagrams used in this book. The color images will help you better understand the changes in the output. You can download this file from https://www.packtpub.com/sites/default/files/downloads/MasteringDockerSecondEdition_ColorImages.pdf.
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Although we have taken every care to ensure the accuracy of our content, mistakes do happen. If you find a mistake in one of our books-maybe a mistake in the text or the code-we would be grateful if you could report this to us. By doing so, you can save other readers from frustration and help us improve subsequent versions of this book.

If you find any errata, please report them by visiting http://www.packtpub.com/submit-errata, selecting your book, clicking on the Errata Submission Form link, and entering the details of your errata. Once your errata are verified, your submission will be accepted and the errata will be uploaded to our website or added to any list of existing errata under the Errata section of that title.

To view the previously submitted errata, go to https://www.packtpub.com/books/content/support and enter the name of the book in the search field. The required information will appear under the Errata section.
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Piracy of copyrighted material on the Internet is an ongoing problem across all media. At Packt, we take the protection of our copyright and licenses very seriously. If you come across any illegal copies of our works in any form on the Internet, please provide us with the location address or website name immediately so that we can pursue a remedy.

Please contact us at copyright@packtpub.com with a link to the suspected pirated material. We appreciate your help in protecting our authors and our ability to bring you valuable content.
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If you have a problem with any aspect of this book, you can contact us at questions@packtpub.com, and we will do our best to address the problem.
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Welcome to Mastering Docker, Second Edition This first chapter will cover the Docker basics that you should already have a pretty good handle on. But if you don't already have the required knowledge at this point, this chapter will help you with the basics so that subsequent chapters don't feel as heavy. By the end of the book, you should be a Docker master, able to implement Docker in your own environments, building and supporting applications on top of them.

In this chapter, we're going to review the following high-level topics:


	Understanding Docker

	Differences between Docker and typical VMs

	Docker installers/installation

	The Docker command

	The Docker ecosystem
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Let's start by trying to define what Docker is. Docker's website currently sums Docker up with the following statement:

"Docker is the world's leading software container platform. Developers use Docker to eliminate “works on my machine” problems when collaborating on code with co-workers. Operators use Docker to run and manage apps side-by-side in isolated containers to get better compute density. Enterprises use Docker to build agile software delivery pipelines to ship new features faster, more securely and with confidence for both Linux and Windows Server apps."

That is a pretty bold opening statement, however when you look at the figures presented by then Docker CEO Ben Golub during the opening of the 2017 DockerCon, which were:


	14M Docker Hosts

	900K Docker Apps

	77K% Growth in Docker job listings

	12B Images pulls

	3300 Project Contributors



For a technology which is only three years old, I am sure you will agree that is quite impressive. To view the opening please see https://www.slideshare.net/Docker/dockercon-2017-general-session-day-1-ben-golub.

Let's begin getting an understanding of the problems that Docker aims to solve, starting with developers.
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The "works on my machine" problem is probably summed up best by the following image macro, based on the Disaster Girl meme, which started popping up in presentations, forums, and Slack channels a few years ago:



While it is funny, unfortunately it is an all-too-real problem and one I have personally been on the receiving end of.
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Even in a world where DevOps best practices are followed, it is still all too easy for a developer's working environment to not match the final production environment.

For example, a developer using the macOS version of, say, PHP will probably not be running the same version as the Linux server that hosts the production code. Even if the versions match, you then have to deal with differences in the configuration and overall environment the version of PHP is running on, such as differences in the way file permissions are handled between the operating system versions, to name just one potential problem.

All of this comes to head when it is time for a developer to deploy their code to the host and it doesn't work; should the production environment be configured to match the developer's machine, or should developers only do their work in environments that match productions?

In an ideal world, everything should be consistent, from the developer's laptop all the way through to your production servers; however, traditionally this utopia has been difficult to achieve. Everyone has their own way of working and personal preferences--enforcing consistency across multiple platforms is difficult enough when it is a single engineer working on their own systems, let alone a team of engineers working with a team of potentially hundreds of developers.
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Using Docker for Mac or Docker for Windows, a developer can easily wrap their code in a container that they have either defined themselves or worked alongside operations to create as a Dockerfile--we will be covering this in Chapter 2, Building Container Images--or a Docker Compose file, which we will go into more detail about in Chapter 5, Docker Compose.

They can continue to use their chosen IDE and maintain their own workflows for working with the code. As we will see in the upcoming sections of this chapter, installing and using Docker is not difficult; in fact, considering how much of a chore it was to maintain consistent environments in the past, even with automation, Docker feels a little too easy, almost like cheating.
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I have been working in operations for more years than I would like to admit to, and this problem has cropped regularly.
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Let's say you are looking after five servers: three load-balanced web servers and two database servers that are in a master or slave configuration running Application 1. You are using a tool such as Puppet or Chef to automatically manage the software stack and the configuration across your five servers.

Everything is going great until you are told "we need to deploy Application 2 on the same servers that are running Application 1." On the face of it, no problem, you can tweak your Puppet or Chef configuration to add new users, vhosts, pull the new code down, and so on. However, you notice that Application 2 requires a higher version of the software you are running for Application 1.

To make matters worse, you already know that Application 1 flat-out refuses to work with the new software stack and that Application 2 is not backward compatible.

Traditionally, this leaves you with a few choices, all of which just add to the problem one way or another:


	Ask for more servers? While this traditionally is probably the safest technical solution, it does not automatically mean that there will be the budget for additional resources.

	Re-architect the solution? Taking one of the web and database servers out of the load-balancer or replication and redeploying them with the software stack for Application 2 may seem like the next easiest option from a technical point of view. However, you are introducing single points of failure for Application 2 and also reducing the redundancy for Application 1: there was probably a reason why you were running three web and two database servers.

	Attempt to install the new software stack side by side on your servers? Well, this certainly is possible and may seem like a good short-term plan to get the project out of the door, but it could leave you with a house of cards that could come tumbling down when the first critical security patch is needed for either software stack.





            

            
        
    
        

                            
                    The Docker solution

                
            
            
                
This is where Docker starts to come into its own. If you have Application 1 running across your three web servers in containers, you may actually be running more than three containers; in fact, you could already be running six, doubling up on the containers, allowing you to run rolling deployments of your application without reducing the availability of Application 1.

Deploying Application 2 in this environment is as easy as simply launching more containers across your three hosts and then routing to the newly deployed application using your load balancer. As you are just deploying containers, you do not need to worry about the logistics of deploying, configuring, and managing two versions of the same software stack on the same server.

We will work through an example of this exact scenario in Chapter 6, Docker Compose.



            

            
        
    
        

                            
                    Enterprise

                
            
            
                
Enterprises suffer from the same problems described previously as they have both developers and operators; however, they have them on a much larger scale and also there is a lot more risk involved.



            

            
        
    
        

                            
                    The problem

                
            
            
                
Because of this risk and that any downtime could cost sales or reputation, enterprises need to test every deployment before it is released. This means that new features and fixes are stuck in a holding pattern while:


	Test environments are spun up and configured

	Applications are deployed across the newly launched environments

	Test plans are executed and the application and configuration are tweaked until the tests pass

	Requests for change are written, submitted, and discussed to get the updated application deployed to production



This process can take anywhere from a few days to weeks or even months, depending on the complexity of the application and the risk the change introduces. While the process is required to ensure continuity and availability for the enterprise at a technology level, it does potentially introduce risk at the business level. What if you have a new feature stuck in this holding pattern and a competitor releases a similar, or worse still, the same feature ahead of you?

This scenario could be just as damaging to sales and reputation as the downtime that the process has been put in place to protect you against.



            

            
        
    
        

                            
                    The Docker solution

                
            
            
                
Let me start by saying that Docker does not remove the need for a process such as the one just described to exist or be followed. However, as we have already touched upon, it does make things a lot easier as you are already working in a consistent way. It means that your developers have been working with the exact same container configuration that is running in production. This means that it is not much of a step for the methodology to be applied to your testing.

For example, when a developer checks in their code that they know works on their local development environment (as that is where they have been doing all of their work) your testing tool can launch the same containers to run your automated tests against. Once the containers have been used, they can be removed to free up resources for the next lot of tests. This means that all of a sudden your testing process and procedures are a lot more flexible and you can continue to reuse the same environment rather than redeploy or reimage servers for the next set of testing.

This streamlining of the process can be taken as far having your new application containers push all the way through to production.

The quicker this process can be completed, the quicker you can confidently launch new features or fixes and keep ahead of the curve.



            

            
        
    
        

                            
                    Differences between dedicated hosts, virtual machines, and Docker

                
            
            
                
We know what problems Docker was developed to solve. We need to now discuss what exactly Docker is and does.

Docker is a container-management system that helps us easily manage Linux Containers (LXC) in an easier and universal fashion. This lets you create images in virtual environments on your laptop and run commands against them. The actions you perform to the containers that you run in these environments locally on your own machine will be the same commands or operations you run against them when they are running in your production environment.

This helps in not having to do things differently when you go from a development environment like the one on your local machine to a production environment on your server. Now, let's take a look at the differences between Docker containers and typical virtual machine environments.

The following illustration demonstrates the difference between a dedicated, bare-metal server and a server running virtual machines:



As you can see, for a dedicated machine we have three applications, all sharing the same orange software stack. Running virtual machines allow us to run three applications, running two completely different software stacks. The following illustration shows the same orange and green applications running in containers using Docker:



This illustration gives us a lot of insight into the biggest key benefit of Docker, that is, there is no need for a complete operating system every time we need to bring up a new container, which cuts down on the overall size of containers. Docker relies on using the host OS's Linux kernel (since almost all the versions of Linux use the standard kernel models) for the OS it was built upon, such as Red Hat, CentOS, and Ubuntu. For this reason, you can have almost any Linux OS as your host operating system and be able to layer other Linux-based operating systems on top of the host. Well, that is, your applications are led to believe a full operating system is never actually installed--just the binaries, such as a package manager and, for example, Apache/PHP and libraries needed to get just enough of an operating system for your applications to run.

For example, in the earlier illustration, we could have Red Hat running for the orange application and Debian running for the green application, but there would never be a need to actually install Red Hat or Debian on the host. Thus, another benefit of Docker is the size of images when they are created. They are built without the largest piece: the kernel or the operating system. This makes them incredibly small, compact, and easy to ship.



            

            
        
    
        

                            
                    Docker installers/installation

                
            
            
                
Installers are one of the first pieces you need to get up and running with Docker on both your local machine as well as your server environments. Let's first take a look at what environments you can install Docker in:


	Linux (various Linux flavors)

	
Apple macOS



	
Windows 10 Professional






In addition, you can run them on public clouds such as Amazon Web Services, Microsoft Azure, and DigitalOcean to name a few. With the various types of installers listed earlier, there are different ways Docker actually operates on the operating system. Docker natively runs on Linux; so if you are using Linux, then it's pretty straightforward how Docker runs right on your system. However, if you are using macOS or Windows 10, then it operates a little differently since it relies on using Linux.

Let's look at quickly installing Docker on a Linux desktop running Ubuntu 16.04 and then on macOS and Windows 10.



            

            
        
    
        

                            
                    Installing on Linux (Ubuntu 16.04)

                
            
            
                
As already mentioned, this is the most straightforward installation out of the three systems we will be looking at. To install Docker, simply run the following command from a Terminal session:


$ curl -sSL https://get.docker.com/ | sh
$ sudo systemctl start docker


These commands will download, install, and configure the latest version of Docker from Docker themselves; at the time of writing this, the Linux OS version installed by the official install script is 17.05.

Running the following command should confirm that Docker is installed and running:


$ docker version


You should see something similar to the following output:



There are two supporting tools we are going to be using in future chapters that are installed as part of the Docker for macOS or Windows installers. To ensure that we are ready to use these tools in later chapters, we should install them now. The first tool is Docker Machine; to install this, run the following commands:

You can check whether you are installing the latest version by visiting the releases section of the project's GitHub page at https://github.com/docker/machine/releases/. To install a version other than v.0.11.0, simply replace the version number in the following command.


$ curl -L "https://github.com/docker/machine/releases/download/v0.11.0/docker-machine-$(uname -s)-$(uname -m)" -o /tmp/docker-machine
$ chmod +x /tmp/docker-machine
$ sudo mv /tmp/docker-machine /usr/local/bin/docker-machine


The download and install Docker Compose, run the following, again checking you are running the latest version by visiting the releases page at https://github.com/docker/compose/releases/:


$ curl -L "https://github.com/docker/compose/releases/download/1.13.0/docker-compose-$(uname -s)-$(uname -m)" -o /usr/local/bin/docker-compose
$ chmod +x /tmp/docker-compose
$ sudo mv /tmp/docker-compose /usr/local/bin/docker-compose


Once it's installed, you should be able to run the following two commands:


$ docker-compose version
$ docker-machine version




            

            
        
    
        

                            
                    Installing on macOS

                
            
            
                
Unlike the command-line Linux installation, Docker for Mac has a graphical installer.

Before downloading, you should make sure that you are running Apple macOS Yosemite 10.10.3 or above. If you are running an older version, all is not lost; you can still run Docker. Refer to the other older operating systems section of this chapter.

You can download the installer from the Docker store at https://store.docker.com/editions/community/docker-ce-desktop-mac/; just click on Get Docker. Once it's downloaded, you should have a DMG file. Double-clicking on it will mount the image, and opening the image mounted on your desktop should present you with something like this:



Once you have dragged the Docker icon to your Applications folder, double-click on it and you will be asked whether you want to open the application you have downloaded. Saying yes will open the Docker installer:



Click on Next and follow the on-screen instructions. Once it is installed and started, you should see a Docker icon in the top-left icon bar on your screen. Clicking on the icon and selecting About Docker should show you something similar to the following:



You can also open a Terminal window. Run the following command as we did on the Linux installation:


$ docker version


You should see something similar to the following Terminal output:



You can also run this to check the versions of Docker Compose and Docker Machine that were installed alongside Docker Engine:


$ docker-compose version
$ docker-machine version




            

            
        
    
        

                            
                    Installing on Windows 10 Professional

                
            
            
                
Like Docker for Mac, Docker for Windows uses a graphical installer.

Before downloading, you should make sure that you are running Microsoft Windows 10 Professional or Enterprise 64-bit. If you are running an older version or an unsupported edition of Windows 10, you can still run Docker; refer to the other older operating systems section of this chapter for more information.



Docker for Windows has this requirement due to its reliance on Hyper-V. Hyper-V is Windows' native hypervisor and allows you to run x86-64 guests on your Windows machine, be it Windows 10 Professional or Windows Server. It even forms part of the XBox One operating system.

You can download the Docker for Windows installer from the Docker Store at https://store.docker.com/editions/community/docker-ce-desktop-windows/; just click on the Get Docker button to download the installer. Once it's downloaded, run the MSI package and you will be greeted with the following:



Click on Install, and then follow the on screen prompts, which will not only work through installing Docker, but also enabling Hyper-V if you do not have it enabled.

Once it's installed, you should see a Docker icon in the icon tray in the bottom right of your screen. Clicking on it and selecting About Docker from the menu will show the following:



Open a PowerShell window and type the following command:


$ docker version


This should also show you similar output to the Mac and Linux versions:



Again, you can also run the following:


$ docker-compose version
$ docker-machine version




            

            
        
    
        

                            
                    Older operating systems

                
            
            
                
If you are not running a newer operating system on Mac or Windows, then you will need to use Docker Toolbox. You may have noticed that the output from running the following:


$ docker version


On all three of the installations we have performed so far, it shows two different versions, a client and server. Predictably, the Linux version shows that the architecture for the client and server are both Linux; however, you may notice that the Mac version shows the client is running on Darwin, which is Apple's Unix-like kernel, and the Windows version shows Windows. Yet both of the servers show the architecture as being Linux--what gives?

That is because both the Mac and Windows versions of Docker download and run a virtual machine in the background, and this machine is running a small lightweight operating system based on Alpine Linux. The virtual machine is running using Docker's own libraries, which connect the inbuilt hypervisor for your chosen environment. For macOS, this is the inbuilt Hypervisor Framework (https://developer.apple.com/reference/hypervisor/) and for Windows, Hyper-V (https://www.microsoft.com/en-gb/cloud-platform/server-virtualization).

To ensure that no one misses out on the Docker experience, a version of Docker that does not use these built-in hypervisors is available for older versions of macOS and unsupported Windows versions. These versions utilize VirtualBox as the hypervisor to run the Linux server for your local client to connect to.

VirtualBox is an open source x86 and AMD64/Intel64 virtualization product developed by Oracle. It runs on Windows, Linux, Macintosh, and Solaris hosts, with support for many Linux, Unix, and Windows guest operating systems. For more information on VirtualBox, see https://www.virtualbox.org/.

For more information on Docker Toolbox, see the project's website at https://www.docker.com/products/docker-toolbox/, where you can also download the macOS and Windows installers.

This book assumes you have installed the latest Docker version on Linux or have used Docker for Mac or Docker for Windows. While Docker installations using Docker Toolbox should be able to support the commands in this book, you may run into issues around file permissions and ownership when mounting data from your local machine to your containers.



            

            
        
    
        

                            
                    The Docker command-line client

                
            
            
                
Now that we have Docker installed, let's look at some Docker commands that you should be familiar with already. We will start with some common commands and then take a peek at the commands that are used for the Docker images. We will then take a dive into the commands that are used for the containers.

Docker recently restructured their command-line client into more logical groupings of commands due to the number of features provided by Docker growing quickly and commands starting to cross over each other. Throughout this book, we will be using the new structure. For more information on the command-line client changes, read the following blog post:

https://blog.docker.com/2017/01/whats-new-in-docker-1-13/

The first command we will be taking a look at will be one of the most useful commands not only in Docker but in any command-line utility you use: the help command. It is run simply like this:


$ docker help


This command will give you a full list of all the Docker commands at your disposal and a brief description of what each command does. For further help with a particular command, you can run the following:


$ docker <COMMAND> --help


Next up, let's run the hello-world container. To do this, simply run:


$ docker container run hello-world


It doesn't matter what host you are running Docker on, the same thing will happen on Linux, macOS, and Windows. Docker will download the hello-world container image and then execute it, and once it's executed, the container will be stopped.

Your Terminal session should look like the following:



Let's try something a little more adventurous; let's download and run an NGINX container by running the following two commands:


$ docker image pull nginx
$ docker container run -d --name nginx-test -p 8080:80 nginx


The first of the two commands downloads the NGINX container image, and the second launches a container in the background called nginx-test using the nginx image we pulled. It also maps port 8080 on our host machine to port 80 on the container, making it accessible to our local browser at http://localhost:8080/.

As you can see from the following screenshots, the command and results are exactly the same on all three OS types. Here we have Linux:



This is macOS:



And this is how it looks on Windows:



In the following three chapters, we will look at using the Docker command-line client in more detail; for now, let's stop and remove our nginx-test container by running the following:


$ docker container stop nginx-test
$ docker container rm nginx-test




            

            
        
    
        

                            
                    The Docker ecosystem

                
            
            
                
There are a lot of tools supplied and supported by Docker; some we have already mentioned, and others we will cover in later chapters. Before we finish this, our first chapter, we should get an idea of the tools we are going to be using. The most of important of them is Docker Engine.

This is the core of Docker, and all of the other tools we will be covering use it. We have already been using it as we installed it in the Docker installer/installation and Docker commands sections of this chapter. There are currently two versions of Docker Engine; there is the Docker Enterprise Edition (Docker EE) and the Docker Community Edition (CE). We will be using Docker CE throughout this book. The release cycle for Docker Engine has recently changed to become more predictable.

Docker CE and EE have stable editions that are updated once every quarter; as you may have noticed, we have been running Docker CE v17.03.x for our Docker for Mac and Docker for Windows installations. There is an also an Edge version, which introduces features at a quicker pace--every month, in fact. This version may not be suitable for production workloads; as you may have noticed, when we installed Docker on Linux, it was running the Edge version Docker CE 17.05.x.


	Docker Compose: A tool that allows you to define and share multi-container definitions; it is detailed in Chapter 5, Docker Compose.

	Docker Machine: A tool to launch Docker hosts on multiple platforms; we will cover this in Chapter 6, Docker Machine.

	Docker Hub: A repository for your Docker images, covered in the next three chapters.

	Docker Store: A storefront for official Docker images and plugins as well as licensed products. Again, we will cover this in the next three chapters.

	Docker Swarm: A muli-host-aware orchestration tool, covered in detail in Chapter 7, Docker Swarm.

	Docker for Mac: We have covered Docker for Mac in this chapter.

	Docker Cloud: Docker's Container as a Service (CaaS) offering, covered in detail in Chapter 10, Docker Cloud.

	Docker for Windows: We have covered Docker for Windows in this chapter.

	Docker for Amazon Web Services: A best-practice Docker Swarm installation that targets AWS, covered in Chapter 10, Docker Cloud.

	Docker for Azure: A best-practice Docker Swarm installation that targets Azure, covered in Chapter 10, Docker Cloud.



We will also be looking at some third-party services in later chapters.



            

            
        
    
        

                            
                    Summary

                
            
            
                
In this chapter, we covered what basic information you should already know (or now know) for the chapters ahead. We went over the basics of what Docker is and how it fares compared to other host types. We went over the installers, how they operate on different operating systems, and how to control them through the command line. Be sure to remember to look at the requirements for the installers to ensure you use the correct one for your operating system.

Then, we took a small dive into the basic Docker commands to get you started. We will be looking at all the management commands in future chapters to get a more in-depth understanding of what they are as well as how and when to use them. Finally, we discussed the Docker ecosystem and the responsibilities of each of the different tools.

In the next chapters, we will be taking a look at how to build base containers, and we will also look in depth at Dockerfiles and places to store your images, as well as using environmental variables and Docker volumes.



            

            
        
    
        

                            
                    Building Container Images

                
            
            
                
I am very glad you decided to flip the page and come to this chapter. Here, we will get you up and running with your own images and use custom environmental variables as well as scripts. Here is a short review of what all we will be covering in this chapter:


	The Dockerfile

	Docker build

	Building a base image using the Dockerfile

	Environmental variables

	Putting it all together





            

            
        
    
        

                            
                    Introducing the Dockerfile

                
            
            
                
In this section, we will cover the Dockerfile in depth, along with the best practices to use. So what is a Dockerfile? A Dockerfile is simply a plain text file that contains a set of user-defined commands, which when executed by the docker image build command--which we will look at next--assemble a container image.

A Dockerfile looks like the following:



FROM alpine:latest
LABEL maintainer="Russ McKendrick <russ@mckendrick.io>"
LABEL description="This example Dockerfile installs NGINX."

RUN apk add --update nginx && \
        rm -rf /var/cache/apk/* && \
        mkdir -p /tmp/nginx/

COPY files/nginx.conf /etc/nginx/nginx.conf
COPY files/default.conf /etc/nginx/conf.d/default.conf
ADD files/html.tar.gz /usr/share/nginx/

EXPOSE 80/tcp

ENTRYPOINT ["nginx"]
CMD ["-g", "daemon off;"]



All of the files for this chapter are available from the following GitHub repository:

https://github.com/russmckendrick/mastering-docker/tree/master/chapter02/

As you can see, even with no explanation, it is quite easy to get an idea of what each step of the Dockerfile is instructing the build command to do.

Before we move on to working our way through the previous file, we should quickly touch upon Alpine Linux.

Alpine Linux is a small, independently developed, non-commercial Linux distribution designed for security, efficiency, and ease of use. For more information on Alpine Linux, visit the project's website at https://www.alpinelinux.org/.

Alpine Linux, due to both its size and also how powerful it is, has become the default image base for the official container images supplied by Docker. Because of this, we will be using it throughout this book. To give you an idea of just how small the official image for Alpine Linux is, let's compare it to some of the other distributions available at the time of writing:



As you can see from the Terminal output, Alpine Linux weighs in at only 3.97 MB as opposed to the biggest image, which is Fedora at 231 MB. A bare-metal installation of Alpine Linux comes in at around 130 MB, which is still almost half the size of the Fedora container image.



            

            
        
    
        

                            
                    Reviewing the Dockerfile in depth

                
            
            
                
Let's take a look at the commands used in the Dockerfile example in the order in which they appear:


	FROM

	LABEL

	RUN

	COPY and ADD

	EXPOSE

	ENTRYPOINT and CMD

	Other Dockerfile commands





            

            
        
    
        

                            
                    FROM

                
            
            
                
The FROM command tells Docker which base you would like to use for your image; as already mentioned, we are using Alpine Linux, so we simply have to put the name of the image and also the release tag we wish to use. In our case, to use the latest official Alpine Linux image, we simply need to add alpine:latest.



            

            
        
    
        

                            
                    LABEL

                
            
            
                
The LABEL command can be used to add extra information to the image. This information can be anything from a version number to a description. It's also recommended that you limit the number of labels you use. A good label structure will help others who have to use our image later on. However, using too many labels can cause the image to become inefficient as well--I would recommend using the label schema detailed at http://label-schema.org/. You can view the containers' labels with the docker inspect command:


$ docker image inspect <IMAGE_ID>


Alternatively, you can use the following to filter just the labels:


$ docker image inspect -f {{.Config.Labels}} <IMAGE_ID>


For our example, we add two labels: one to identify who maintains the Dockerfile by adding maintainer="Russ McKendrick <russ@mckendrick.io>" and another, a description, description="This example Dockerfile installs NGINX.".

Generally though, it is better to define your labels when you create a container from your image rather than at build time, so it is best to keep labels down to just metadata about the image and nothing else.



            

            
        
    
        

                            
                    RUN

                
            
            
                
The RUN command is where we interact with our image to install software and run scripts, commands, and other tasks. As you can see from our RUN command, we are actually running three commands:


RUN apk add --update nginx && \
        rm -rf /var/cache/apk/* && \
        mkdir -p /tmp/nginx/


The first of our three commands, apk add --update nginx, installs NGINX using Alpine Linux's package manager; we are using the && operator to move on to the next command if the previous command was successful. To make it more obvious which commands we are running, I am also using \ so I can split the command over multiple lines, making it easy to read. The next command in our chain is rm -rf /var/cache/apk/*; this removes any temporary files and so on to keep the size of our image to a minimum. The final command in our chain, mkdir -p /tmp/nginx/, creates a folder called /tmp/nginx/ so that NGINX starts correctly.

 

We could have also used the following in our Dockerfile:


RUN apk add --update nginx
RUN rm -rf /var/cache/apk/*
RUN mkdir -p /tmp/nginx/


However, like adding multiple labels, this would create an individual layer for each of the RUN commands, which for the most part we should try and avoid. There are however some valid use cases for this, which we will look at later in the chapter.



            

            
        
    
        

                            
                    COPY and ADD

                
            
            
                
At first glance, COPY and ADD look like they are doing the same task; however, there are some important differences. The COPY command is the more straightforward of the two:


COPY files/nginx.conf /etc/nginx/nginx.conf
COPY files/default.conf /etc/nginx/conf.d/default.conf


As you have probably guessed, we are copying two files from the files folder on the host we are building our image on. The first file is nginx.conf, which contains a basic NGINX configuration file:



    user nginx;
    worker_processes 1;
    error_log /var/log/nginx/error.log warn;
    pid /var/run/nginx.pid;

    events {
      worker_connections 1024;
    }

    http {
      include /etc/nginx/mime.types;
      default_type application/octet-stream;
      log_format main '$remote_addr - $remote_user  
     [$time_local] "$request" '
                      '$status $body_bytes_sent   
     "$http_referer" '
                      '"$http_user_agent"   
    "$http_x_forwarded_for"';
      access_log /var/log/nginx/access.log main;
      sendfile off;
      keepalive_timeout 65;
      include /etc/nginx/conf.d/*.conf;
    }


This will overwrite the NGINX configuration that was installed as part of the APK installation in the RUN command. The next file, default.conf, is the most simple virtual host we can configure and has the following content:





    server {
      location / {
        root /usr/share/nginx/html;
      }
    }



Again, this will overwrite any existing files. So far, so good, so why use the ADD command?


ADD files/html.tar.gz /usr/share/nginx/


As you can see, we are adding a file called html.tar.gz, but we are not actually doing anything with the archive to uncompress it in our Dockerfile. This is because ADD automatically uploads, uncompresses, and puts the resulting folders and files at the path we tell it to, which in our case is /usr/share/nginx/, giving us our web root of /usr/share/nginx/html/ as we defined in the virtual host block.

The ADD command can also be used to add content from remote sources:


ADD http://www.myremotesource.com/files/html.tar.gz /usr/share/nginx/


This, for example, would download html.tar.gz from http://www.myremotesource.com/files/ and place the file in the /usr/share/nginx/ folder on the image. Archive files from a remote source are treated as files and are not uncompressed, so you will have to take this into account when using them.
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The EXPOSE command lets Docker know that when the image is executed, then the port and protocol defined will be exposed at runtime. This command does not map the port to the host machine, but instead opens the port to allow access to the service on the container network. For example, in our Dockerfile, we are telling Docker to open port 80 every time the image runs:



EXPOSE 80/tcp
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The benefit of using ENTRYPOINT over CMD, which we will look at next, is that you can use them in conjunction with each other. ENTRYPOINT can be used by itself, but remember that you would want to use ENTRYPOINT by itself only if you wanted to have your container be executable. For reference, if you think of some of the CLI commands you might use, you have to specify more than just the CLI command. You might have to add extra parameters you want the command to interpret. This would be the use case for using ENTRYPOINT only.

For example, if you want to have a default command that you want to execute inside a container, you could do something similar to the following example, but be sure to use a command that keeps the container alive.

In our case, we are using this:



ENTRYPOINT ["nginx"]
CMD ["-g", "daemon off;"]


What this means is that whenever we launch a container from our image, the nginx binary is executed as we have defined that as our ENTRYPOINT, and then whatever we have as the CMD is executed, giving us the equivalent of running the following command:




$ nginx -g daemon off;


Take a look at this:


$ docker container run -d --name nginx dockerfile-example -v


It would be like running the following command:


$ nginx -v


This means that the current version number of NGINX would be displayed and our container would stop as the NGINX binary would only be executed to display the version information and then the process would stop.



            

            
        
    
        

                            
                    Other Dockerfile commands

                
            
            
                
There are some commands we have not included in our example Dockerfile. Let's take a look.
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The USER instruction lets you specify the username to be used when a command is run. The USER instruction can be used on the RUN instruction, the CMD instruction, or the ENTRYPOINT instruction in the Dockerfile. Also, the user defined in the USER command has to exist or your image will fail to build. Using the USER instruction can also introduce permission issues, not only on the container itself but also if you mount volumes.
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The WORKDIR command sets the working directory for the same set of instructions that the USER instruction can use (RUN, CMD, and ENTRYPOINT). It will allow you to use the CMD and ADD instructions as well.
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The ONBUILD instruction lets you stash a set of commands that will be used when the image is used again as a base image for a container. For example, if you want to give an image to developers and they all have different code they want to test, you can use the ONBUILD instruction to lay the groundwork ahead of the fact of needing the actual code. Then, the developers will simply add their code to the directory you tell them and, when they run a new docker build command, it will add their code to the running image. The ONBUILD instruction can be used in conjunction with the ADD and RUN instructions. Look at this example:


ONBUILD RUN apk update && apk upgrade && rm -rf /var/cache/apk/*


This would run an update and package upgrade every time our image is used as a base for another image.
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The ENV command sets environment variables within the image both when it is built and when it is executed. These variables can be overridden when you launch your image.
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Now that we have covered Dockerfile instructions, let's take a look at the best practices of writing our own Dockerfiles:


	
You should try to get into the habit of using a .dockerignore file. We will cover the .dockerignore file in the next section; it will seem very familiar if you are used to using a .gitignore file. It will essentially ignore the items you have specified in the file during the build process.



	
Remember to only have one Dockerfile per folder to help you organize your containers.



	
Use version control for your Dockerfile; just like any other text-based document, version control will help you move forward, but only backward as necessary.



	
Minimize the number of packages you need per image. One of the biggest goals you want to achieve while building your images is to keep them as small as possible. Not installing unnecessary packages will greatly help in achieving this goal.



	
Execute only one application process per container. Every time you need a new application, it is best practice to use a new container to run that application in. While you can couple commands into a single container, it's best to separate them. Keep things simple; over complicating your Dockerfile will add bloat and also potentially cause you issues further down the line.



	Learn by example, Docker themselves have quite a detailed style guide for publishing the official images they host on Docker Hub, documented at https://github.com/docker-library/official-images/.
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In this section, we will cover the docker build command. This is where the rubber meets the road, as they say. It's time for us to build the base that we will start building our future images on. We will be looking at different ways to accomplish this goal. Consider this as a template that you may have created earlier with virtual machines. This will help save time by completing the hard work; you will just have to create the application that needs to be added to the new images.
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Now that you have learned how to create and properly write a Dockerfile, it's time to learn how to take it from just a file to an actual image. There are a lot of switches that you can use while using the docker build command. So, let's use the always handy --help switch on the docker build command to view what all we can do:


$ docker image build --help 
  Usage: docker image build [OPTIONS] PATH | URL | -
  Build an image from a Dockerfile


There are then a lot of flags listed that you can pass when building your image.
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Now, it may seem like a lot to digest, but out of all of these options, we only need to use --tag or its shorthand -t to name our image.

You can use the other options to limit how much CPU and memory the build process will use. In some cases, you may not want the build command to take as much CPU or memory as it can have. The process may run a little slower, but if you are running it on your local machine or a production server and it's a long build process, you may want to set a limit. Typically, you don't use the --file / -f switch as you run the docker build command from the same folder that the Dockerfile is in. Keeping the Dockerfile in separate folders helps sort the files and keeps the naming convention of the files the same.

It also worth mentioning that while you are able to pass additional environment variables as arguments at build time, they are used at build time and your container image does not inherit them; this is useful for passing information such as proxy settings, which may only be applicable to your initial build/test environment.
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The .dockerignore file, as we discussed earlier, is used to exclude those files or folders we don't want include in the docker build as by default, all files in the Dockerfile folder will be uploaded. We also discussed placing the Dockerfile in a separate folder, and the same applies for .dockerignore. It should go in the folder where the Dockerfile was placed. Keeping all the items you want to use in an image in the same folder will help you keep the number of items, if any, in the .dockerignore file to a minimum.
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The first way we are going to look at to build your base Docker images is by creating a Dockerfile; in fact, we will be using the Dockerfile from the previous section and then executing a docker build command against it to get ourselves an NGINX image. So, let's start off by looking at the Dockerfile once more:


FROM alpine:latest
LABEL maintainer="Russ McKendrick <russ@mckendrick.io>"
LABEL description="This example Dockerfile installs NGINX."

RUN apk add --update nginx && \
        rm -rf /var/cache/apk/* && \
        mkdir -p /tmp/nginx/

COPY files/nginx.conf /etc/nginx/nginx.conf
COPY files/default.conf /etc/nginx/conf.d/default.conf
ADD files/html.tar.gz /usr/share/nginx/

EXPOSE 80/tcp

ENTRYPOINT ["nginx"]
CMD ["-g", "daemon off;"]


So, there are two ways we can go about building this image. The first way would be by specifying the -f switch when we use the docker build command. We will also utilize the -t switch to give the new image a unique name:


$ docker image build --file <path_to_Dockerfile> --tag <REPOSITORY>:<TAG> .


Now, <REPOSITORY> is typically the username you signed up for on Docker Hub--more on that in Chapter 3, Storing and Distributing Images; for now, we will be using local, and <TAG> is a unique container value you want to provide. Typically, this will be a version number or other descriptor:


$ docker image build --file /path/to/your/dockerfile --tag local:dockerfile-example .


Typically, the --file switch isn't used, and it can be a little tricky when you have other files that need to be included with the new image. An easier way to do the build is to place the Dockerfile in a separate folder by itself along with any other file that you will be injecting into your image using the ADD or COPY instructions:


$ docker image build --tag local:dockerfile-example .


The most important thing to remember is the dot (or period) at the very end. This is to tell the docker build command to build in the current folder.

When you build your image, you should see something similar to the following Terminal output:



Once it's built, you should be able to run the following command to check whether the image is available and also the size of your image:


$ docker image ls


As you can see from the following Terminal output, my image size is 5.49 MB:
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The easiest way to build a base image is to start off by using one of the official images from the Docker Hub. Docker also keeps the Dockerfile for these official builds in their GitHub repositories. So there are at least two choices you have for using existing images that others have already created. By using the Dockerfile, you can see exactly what is included in the build and add what you need. You can then version control that Dockerfile for it if you want to change it later.

There is another way of achieving this; however, it is not recommended or considered to be good practice, and I would strong discourage you from using it--I would really only do this during a prototyping phase to check that the commands I am running work as expected in an interactive shell before putting them in a Dockerfile.

First, we should download the image we want to use as our base; as before, we will be using Alpine Linux:


$ docker image pull alpine:latest


Then, we would run the container in the foreground so that we can add packages to it:


$ docker container run -it --name alpine-test alpine /bin/sh


Once the container runs, you can add the packages as necessary using the apk command in this case, or whatever the package management commands are for your Linux flavor.

For example, the following commands would install NGINX:


$ apk update
$ apk upgrade
$ apk add --update nginx
$ rm -rf /var/cache/apk/*
$ mkdir -p /tmp/nginx/
$ exit


After you have installed the packages you require, you need to save the container. The exit command at the end of the preceding set of commands will stop the running container since the shell process we are detaching ourselves from just happens to be the process keeping the container running.

It is here that you should really stop; I do not recommend you use the preceding commands to create and distribute images, apart from the one use case we will cover in the next part of the section.

So, to save our stopped container as an image, you need to do something similar to the following:


$ docker container commit <container_name> <REPOSITORY>:<TAG>


For example, I ran the following command to save a copy of the container we launched and customized:


$ docker container commit alpine-test local:broken-container


Notice how I called my image broken-container? I did that as one of the use cases for taking this approach is that if for some reason you have a problem with a container, it is extremely useful to save the failed container as an image or even export it as a TAR file to share with others if you need some assistance in getting to the root of a problem.

To save the image file, simply run the following command:


$ docker image save -o <name_of_file.tar> <REPOSITORY>:<TAG>


For our example, I ran this:


$ docker image save -o broken-container.tar local:broken-container


This gave me a 6.4 MB file called broken-container.tar. While we have this file, you can uncompress it and have a look around, as you can see from the following structure:



The image is made up of a collection of JSON files, folders, and other TAR files. All images follow this structure, so you may be thinking to yourself why is this method so bad?

The biggest reason is trust: as already mentioned, your end user will not be able to easily see what is in the image they are running. Would you randomly download a prepackaged image from an unknown source to run your workload without checking how the image was built? Who knows how it was configured and what packages have been installed.

Another reason is that it is difficult for you to build in a good set of defaults; for example, if you were to build your image this way, then you would not really be able to take advantage of features such as ENTRYPOINT and CMD or even the most basic commands, such as EXPOSE. Instead, the user would have to define everything required during their docker container run command.

In the early days of Docker, distributing images that have been prepared in this way was common practice; in fact, I was guilty of it myself as coming from an operations background, it made perfect sense to launch a "machine," bootstrap it, and then create a gold master. Luckily, over the last few years, Docker has extended the build functionality to the point where this option is not even a consideration anymore.
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So far, we have been using prepared images from the Docker Hub as our base image; it is possible to avoid this altogether (sort of) and roll your own image from scratch.

Now, when you usually hear the term scratch, it literally means that you start from nothing. That's what we have here—you get absolutely nothing and have to build upon it. Now, this can be a benefit because it will keep the image size very small; but it can also be detrimental if you are fairly new to Docker, as it can get complicated.

Docker has done some of the hard work for us already and created an empty TAR file on the Docker Hub named scratch; you can use it in the FROM section of your Dockerfile. You can base your entire Docker build on this then and add parts as needed.

Again, let's look at using Alpine Linux as our base operating system for the image. One of the reasons why we would want to do this is that it is not only distributed as an ISO, Docker image, and various virtual machine images, but the entire operating system is available as a TAR file; you can find the download in the repository or on the Alpine Linux download page. Just select the appropriate download--the one I used was x86_64--from the MINI ROOT FILESYSTEM at the following URL: https://www.alpinelinux.org/downloads/.

Once it's downloaded, you need to create a Dockerfile that uses scratch and then add the TAR file, like this, for example:



FROM scratch
ADD files/alpine-minirootfs-3.6.1-x86_64.tar /
CMD ["/bin/sh"]



Now that you have your Dockerfile and operating system in a TAR file, you can build your image as you would any other Docker image by running the following:


$ docker image build --tag local:fromscratch .


Once it's built, you can test the image by running this command:


$ docker container run -it --name alpine-test local:fromscratch /bin/sh


This should launch into a shell on the Alpine Linux image; you can check this by running:


$ cat /etc/*release


This will display information on the release the container is running. To get an idea of what this entire process looks like, see the following Terminal output:



Now everything seems straightforward, and thanks to the way Alpine Linux packages their operating system, it is. However, not everything is that straightforward.

There are several tools that can be used to generate a bundle of an operating system:


	Debootstrap: https://wiki.debian.org/Debootstrap/

	Yumbootstrap: https://github.com/dozzie/yumbootstrap/

	Rinse: http://collab-maint.alioth.debian.org/rinse/

	Docker contrib scripts: https://github.com/moby/moby/tree/master/contrib/



We are not going to go into any detail on how to use any of these scripts here because if you have to consider this approach, then you probably have some pretty specific requirements.

So what could those requirements be? For most people, it will be legacy applications; for example, what happens if you have an application that requires an operating system that is no longer supported or available from Docker Hub, but you need a more modern platform to support the application on? Well, you should be able to spin your image and install the application there, allowing you host on your old legacy application on a modern, supportable operating system/architecture.
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In this section, we will cover the very powerful environmental variables or ENVs, as you will be seeing a lot of them. You can use environmental variables for a lot of things in your Dockerfile. If you are familiar with coding, these will probably come as secondhand to you.

For others like myself, at first they may seem intimidating, but don't get discouraged. They will be your best resource once you get the hang of them. They can be used to set information when running the container; this means that you don't have to go and update lots of the commands in your Dockerfile or scripts you run on the server.
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To use environmental variables in your Dockerfile, you can use the ENV instruction. The structure of the ENV instruction is as follows:


ENV <key> <value>
ENV username admin


Alternatively, you can always use an equals sign between the two:


ENV <key>=<value>
ENV username=admin


Now, the question is why do they have two and what are the differences? With the first example, you can only set one ENV per line. With the second ENV example, you can set multiple environmental variables on the same line:


ENV username=admin database=db1 tableprefix=pr2_


You can view what environmental variables are set on an image using the Docker inspect command:


$ docker image inspect <IMAGE_ID>


Now that we know how they need to be set in our Dockerfile, let's take a look at them in action.
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So far we have been using a Dockerfile to build a simple image which just NGINX installed. Let's look at building something a little more dynamic. Using Alpine Linux, we will do the following:


	Set an environment variable to define which version of PHP we would like to install

	Install Apache2 and our chosen PHP version

	Set up the image so Apache2 starts without issue

	Remove the default index.html and add an index.php file that displays the results of the phpinfo command

	Expose port 80 on the container

	Set Apache so it is the default process



Our Dockerfile looks like the following:



FROM alpine:latest
LABEL maintainer="Russ McKendrick <russ@mckendrick.io>"
LABEL description="This example Dockerfile installs Apache & PHP."

ENV PHPVERSION 7

RUN apk add --update apache2 php${PHPVERSION}-apache2 php${PHPVERSION} && \
    rm -rf /var/cache/apk/* && \
    mkdir /run/apache2/ && \
    rm -rf /var/www/localhost/htdocs/index.html && \
    echo "<?php phpinfo(); ?>" > /var/www/localhost/htdocs/index.php && \
    chmod 755 /var/www/localhost/htdocs/index.php

EXPOSE 80/tcp

ENTRYPOINT ["httpd"]
CMD ["-D", "FOREGROUND"]


As you can see, we have chosen to install PHP7; we can build the image by running:




$ docker build --tag local/apache-php:7 .


Notice how we have changed the command slightly: this time, we are calling the image local/apache-php and tagging the version as 7.



We can check whether everything ran as expected by running the following command to launch a container using the image:


$ docker container run -d -p 8080:80 --name apache-php7 local/apache-php:7


Once it's launched, open a browser and go to http://localhost:8080/ and you should see a page showing that PHP7 is being used:



Don't be confused by the next part; there is no PHP6. For an explanation of why not, go to https://wiki.php.net/rfc/php6.

Now, in your Dockerfile, change PHPVERSION from 7 to 5 and then run the following command to build a new image:


$ docker image build --tag local/apache-php:5 .


As you can see from the following Terminal output, the majority of the output is the same apart from the packages that are being installed:



We can launch a container, this time on port 9090, by running:


$ docker container run -d -p 9090:80 --name apache-php5 local/apache-php:5


Opening your browser again, but this time going to http://localhost:9090/ should show that we are running PHP5:



Finally, you can compare the size of the images by running:


$ docker image ls



You can see the following Terminal output:



As you can see, the PHP7 image is a lot smaller than the PHP5 one. Let's see what actually happened.

So what happened? Well, when Docker launched the Alpine Linux image to create our image, the first thing it did was set the environment variables we defined, making them available to the all of the shells within the container.

Luckily for us, the naming scheme for PHP in Alpine Linux simply substitutes the version number and maintains the same name for the packages we need to install, meaning that we run the following command:


RUN apk add --update apache2 php${PHPVERSION}-apache2 php${PHPVERSION}


But it is actually interpreted as follows:


RUN apk add --update apache2 php7-apache2 php7


Or it is interpreted as this for PHP5:


RUN apk add --update apache2 php5-apache2 php5


This means that we do not have to go through all of the Dockerfile, manually substituting version numbers. This approach is especially useful when installing packages from remote URLs, such as software release pages. What follows is an example Dockerfile that installs and configures Consul by HashiCorp; we will be looking at Consul in more detail in our final chapter, and we use environment variables to define the version numbers and the SHA256 hash of the two files we downloaded:



FROM alpine:latest
LABEL maintainer="Russ McKendrick <russ@mckendrick.io>"
LABEL description="An image with the latest version on Consul."

ENV CONSUL_VERSION 0.8.4
ENV CONSUL_SHA256 c8859a0a34c50115cdff147f998b2b63226f5f052e50f342209142420d1c2668
ENV CONSUL_UI_SHA256 7a49924a872205002b2bf72af8c82d5560d4a7f4a58b2f65ee284dd254ebd063

RUN apk add --update ca-certificates wget && \
    wget -O consul.zip     https://releases.hashicorp.com/consul/${CONSUL_VERSION}/consul_${CONSUL_VERSION}_linux_amd64.zip && \
    echo "$CONSUL_SHA256 *consul.zip" | sha256sum -c - && \
    unzip consul.zip && \
    mv consul /bin/ && \
    rm -rf consul.zip && \
    cd /tmp && \
    wget -O ui.zip https://releases.hashicorp.com/consul/${CONSUL_VERSION}/consul_${CONSUL_VERSION}_web_ui.zip && \
    echo "$CONSUL_UI_SHA256 *ui.zip" | sha256sum -c - && \
    unzip ui.zip && \
    mkdir -p /ui && \
    mv * /ui && \
    rm -rf /tmp/* /var/cache/apk/*

EXPOSE 8300 8301 8301/udp 8302 8302/udp 8400 8500 8600 8600/udp

VOLUME [ "/data" ]

ENTRYPOINT [ "/bin/consul" ]
CMD [ "agent", "-data-dir", "/data", "-server", "-bootstrap-expect", "1", "-ui-dir", "/ui", "-client=0.0.0.0"]



As you can see, Dockerfiles can get quite complex, and using environment variables can help with the maintenance: whenever a new version of Consul is released, I simply need to update the three ENV lines commit it to GitHub, which will trigger the building of a new image--well it would do if we had configured it to; we will be looking at this in the next chapter.

You might have also noticed we are using a command within the Dockerfile we have not covered. Don't worry, we will look at the VOLUME command in Chapter 4, Managing Containers.
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In this chapter, we looked at an in-depth view of Dockerfiles and the best practices to write them, the docker image build command, and the various ways we can build containers in. We also learned about the environmental variables that you can use to pass from your Dockerfile to the various items inside your containers.

In the next chapter, now that we know how to build images using Dockerfiles, we will be taking a look at the Docker Hub and all of the advantages using a registry service brings. We will also look at the Docker registry, which is is open sourced, so you can roll your own place to store images without the fees of Docker Enterprise Cloud as well as third-party registry services.



            

            
        
    
        

                            
                    Storing and Distributing Images

                
            
            
                
In this chapter, we will cover several services which allow you to store your images, such as Docker Hub and also Docker Registry, which you can use to run your local storage for Docker containers. We will review the differences between them services and when and how to use each of them. The chapter will also cover how to set up automated builds using web hooks as well as all the pieces that are required to set them up. Let's take a quick look at the topics we will be covering in this chapter:


	Docker Hub

	Docker Store

	Docker Registry

	Third-party registries

	Microbadger
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While we have been introduced to Docker Hub in the previous two chapters, we haven't interacted with it much other than when using the docker image pull command to download remote images. In this section, we will focus on Docker Hub, which has both a freely available option where you can only host publically accessible images and also a subscription option which allows you to host your own private images. We will focus on the web aspect of Docker Hub and the management you can do there.

The home page, which you can get to at https://hub.docker.com/, is like the one shown in the following screenshot:



As you can see, you are presented with a Sign Up form or in the top-right an option to Sign in. The odds are that if you have been dabbling with Docker, then you already have a Docker ID. If you don't, use the Sign Up form on the home page to create one. If you already have a Docker ID, then simply Sign in.

Docker Hub is free to use and if you do not need to upload or manage your own images you do not need an account to search for pull images.
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After logging in to Docker Hub, you will be taken to the following landing page. This page is known as the Dashboard of Docker Hub.



From here, you can get to all the other sub-pages of Docker Hub. However, before we look at those sections, we should talk a little about the dashboard. From here, you can view all of your images, both public and private ones. They are ordered first by the number of stars and then by the number of pulls; this order (at the time of writing) cannot be changed.

In the upcoming sections, we will go through everything you see on the dashboard, starting with the dark blue bar you have on the top.
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The Explore option takes you to a list of the official Docker images; like your Dashboard, they are ordered by stars and then pulls. As you can see from the following screen, each of the official images has had over 10 million pulls:



You will also notice that at the very top of the page, there is a banner asking you to check out the Docker Store. As we will be looking at this in more detail later in the chapter, we won't go into any more detail here.



            

            
        
    
        

                            
                    Organizations

                
            
            
                
Organizations are those that you have either created or have been added to. Organizations allow you to layer on control for, say, a project that multiple people are collaborating on. The organization gets its own settings, such as whether to store repositories as public or private by default or changing plans that will allow different numbers of private repositories and separate repositories altogether from the ones you or others have.



You can also access or switch between accounts or organizations from the Dashboard just below the Docker logo, where you will typically see your username when you log in:
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We will go into more detail about creating a repository and an automated build in a later section, so I will not go into any details here other than to say that the Create menu gives you three options:
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The final option in the top menu are about managing My Profile and Settings:



The settings page allows you to set up your public profile:


	Change your password

	See what organization you belong to

	See what subscriptions for email updates you have

	Set specific notifications you would like to receive

	Set which authorized services have access to your information

	See linked accounts (such as your GitHub or Bitbucket accounts)

	View your enterprise licenses, billing, and global settings



The only global setting as of now is the choice between having your repositories default to public or private upon creation. The default is to create them as public repositories:



The My Profile menu item takes you to your public profile page; mine can be found at https://hub.docker.com/u/russmckendrick/ and currently looks like:
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Below the dark blue bar at the top of the Dashboard page are two more areas that we haven't yet covered. The first, the Stars page, allows you to see which repositories you yourself have starred:



This is very useful if you come across some repositories that you prefer to use and want to access them to see whether they have been updated recently or whether any other changes have occurred on these repositories.

The second is a new setting, Contributed. In this section, there will be a list of repositories you have contributed to outside of the ones within your Repositories list.
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In this section, we will look at automated builds. Automated builds are those that you can link to your GitHub or Bitbucket account(s), and as you update the code in your code repository, you can have the image automatically built on Docker Hub. We will look at all the pieces required to do so, and by the end, you'll be able to automate all your builds.
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The first step to creating an automated build is to set up your GitHub or Bitbucket repository. These are the two options you have while selecting where to store your code. For our example, I will be using GitHub, but the setup will be the same for GitHub and Bitbucket. In fact, I will be using the repository for this book, which you can find at https://github.com/russmckendrick/mastering-docker/.

As the repository is publicly available, you could fork it and follow along using your own GitHub account:



In Chapter 2, Building Container Images, we worked through a Dockerfile. We will be using that as the base for our automated build. If you remember, we installed ngnix and added a simple page with the message Hello world! This is being served from Docker.
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In Docker Hub, we are going to use the Create drop-down menu and select Create Automated Build. After selecting it, we will be taken to a screen that will show you the accounts you have linked to either GitHub or Bitbucket:



You then need to search and select the repository from either of the locations you want to create the automated build from. This will essentially create a webhook that instructs that when a commit is done on a selected code repository, a new build will be created on Docker Hub.



Here, I selected mastering-docker and visited the settings page for the automated build. From here, we can choose which Docker Hub profile the image is attached to, name the image, change it from a publicly to privately available image, describe the build, and customize it by clicking on Click here to customize. We can let Docker Hub know the location of our Dockerfile.



If you are following along, I entered the following information:


	Repository Namespace & Name: dockerfile-example

	Visibility: public

	Short Description: Testing an automated build

	Push Type: Branch

	Name: Master

	Dockerfile Location: /chapter02/dockerfile-example/

	Docker Tag: latest



Upon clicking on Create, you will be taken to a screen similar to the next screenshot:



Now that we have our build defined, we can add some additional configuration: click on Build Settings. As we are using the official Alpine Linux image, we can link that to our own build. To do that, enter alpine in the Repository Links section and then click on Add Repository Link. This will kick off an unattended build each time a new version of the official Alpine Linux image is published.

Linking your images to the official images or your own base image is strongly recommend to keep your container image up-to-date and patched.



So now our image will automatically be rebuilt and published whenever we update the GitHub repository or when a new official image is published. As neither of these is likely to happen immediately, click on the Trigger button to manually kick off a build.

Clicking on Build Details will bring up a list of all of the builds for the image, both successful and failed ones. You should see a build underway; clicking on it will bring up the logs for the build:



Once built, you should then able to move to your local Docker installation by running the following commands, making sure to pull your own image if you have been following along:


$ docker pull masteringdocker/dockerfile-example
$ docker image ls


The commands are shown in the following screenshot:



You can also run the image created by Docker Hub using the following command, again making sure to use your own image if you have one:


$ docker container run -d -p8080:80 masteringdocker/dockerfile-example




            

            
        
    
        

                            
                    Pushing your own image

                
            
            
                
In Chapter 2, Building Container Images, we discussed creating an image without using a Dockerfile. While it is still not a good idea and should only be used when you really need to, you can push your own images to Docker Hub.

When pushing images to Docker Hub in this way, ensure that you do not include any code, files, or environment variables you would not want to be publicly accessible.

To do this, we first need to link our local Docker client to Docker Hub by running the following command:


$ docker login


You will then be prompted for your Docker ID and password:



Now that our client is authorized to interact with Docker Hub, we need an image to build. Let's look at pushing the scratch image we built in Chapter 2, Building Container Images. First, we need to build the image:


$ docker build --tag masteringdocker/scratch-example:latest .


The following screenshot shows the output:



Once the image has been built, we can push it to Docker Hub by running the following command:


$ docker image push masteringdocker/scratch-example:latest


The following screenshot shows the output:



As you can see, because we defined masteringdocker/scratch-example:latest when we built the image, Docker automatically uploaded the image to that location, which in turn added a new image to the Mastering Docker organization:



You will notice that there is not much you can do with the build in Docker Hub; this is because the image was not built by Docker Hub and therefore it does not really have any idea what has gone into building the image.
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You may remember that in Chapter 1, Docker Overview, we downloaded Docker for macOS and Docker for Windows from the Docker Store. As well as acting as a single location for downloading both Docker CE and Docker EE for various platforms, it is now also the preferred location for finding both Docker images and Docker Plugins.



While you will only find official and certified images in the Docker Store, there is an option to use the Docker Store interface to search through Docker Hub. Also, you can download images that are not available from Docker Hub, such as the Citrix NetScaler CPX Express image (https://store.docker.com/images/netscaler-cpx-express/):



If you notice, the image has a price attached to it (the Express version is $0.00) meaning that you can buy commercial software through the Docker Store as it has payments and licensing built in. If you are a software publisher and wish to distribute your software through the Docker Store, then you can find out more details and apply to publish at the following address https://store.docker.com/publisher/signup/.

We will be looking at the Docker Store in a little more detail in later chapters, when we cover Docker plugins.



            

            
        
    
        

                            
                    Docker Registry

                
            
            
                
In this section, we will be looking at Docker Registry. Docker Registry is an open source application that you can run anywhere you please and store your Docker image in. We will look at the comparison between Docker Registry and Docker Hub and how to choose between the two. By the end of the section, you will learn how to run your own Docker Registry and see whether it's a proper fit for you.
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Docker Registry, as stated earlier, is an open source application that you can utilize to store your Docker images on a platform of your choice. This allows you to keep them 100% private if you wish or share them as needed. The registry can be found at https://docs.docker.com/registry/.

This will run you through the setup and the steps to follow while pushing images to Docker Registry compared to Docker Hub. Docker Registry makes a lot of sense if you want to deploy your own registry without having to pay for all the private features of Docker Hub. Next, let's take a look at some comparisons between Docker Hub and Docker Registry, so you can make an educated decision as to which platform to choose to store your images.

Docker Registry has the following features:


	Host and manage your own registry, from which you can serve all the repositories as private, public, or a mix between the two

	Scale the registry as needed based on how many images you host or how many pull requests you are serving out

	Everything is command-line-based



With Docker Hub, you will:


	Get a GUI-based interface that you can use to manage your images

	Have a location already set up in the cloud that is ready to handle public and/or private images

	Have the peace of mind of not having to manage a server that is hosting all your images





            

            
        
    
        

                            
                    Deploying your own registry

                
            
            
                
As you may have already guessed, Docker Registry is distributed, which makes deploying it as easy as running the following commands:


$ docker image pull registry:2
$ docker container run -d -p 5000:5000 --name registry registry:2


These commands will give you the most basic installation of Docker Registry. Let's take a quick look at how we can push and pull an image to it. To start off with, we need an image, so let's grab the Alpine image (again):


$ docker image pull alpine


Now that we have a copy of the Alpine Linux image, we need to push it to our local Docker Registry, which is available at localhost:5000. To do this, we need to tag the Alpine Linux image with the URL of our local Docker Registry and also a different image name:


$ docker image tag alpine localhost:5000/localalpine


Now that we have our image tagged, we can push it to our locally hosted Docker Registry by running the following command:


$ docker image push localhost:5000/localalpine


The following screenshot shows the output of the preceding command:



Try running the following command:


$ docker image ls


It should show you that you have two images with the same IMAGE ID:



Before we pull the image back down from our local Docker Registry, we should remove the two local copies of the image: we need to use the REPOSITORY name to do this rather than the IMAGE ID as we have two images from two locations with the same ID, and Docker will throw an error:


$ docker image rm alpine localhost:5000/localalpine


Now that the original and tagged images have been removed, we can pull the image from our local Docker Registry by running the following:


$ docker image pull localhost:5000/localalpine
$ docker image ls


As you can see, we now have a copy of our image that has been pulled from the Docker Registry running at localhost:5000:



You can stop and remove the Docker Registry by running the following:


$ docker container stop registry
$ docker container rm -v registry


Now, there are a lot of options and considerations when it comes to launching a Docker Registry. As you can imagine, the most important are around storage. Given that a registry's sole purpose is storing and distributing images, it is important that you use some level of persistent OS storage. Docker Registry currently supports the following:


	Filesystem: This is exactly what it says; all images are stored on the filesystem at the path you define. The default is /var/lib/registry.

	Azure: This uses Microsoft Azure storage, https://azure.microsoft.com/en-gb/services/storage/.

	GCS: This uses Google Cloud storage, https://cloud.google.com/storage/.

	S3: This uses Amazon Simple Storage Service (Amazon S3), https://aws.amazon.com/s3/.

	Swift: This uses OpenStack Swift, https://wiki.openstack.org/wiki/Swift/.



As you can see, other than the filesystem, all of the storage engines supported are all highly available, distributed object-level storage. For more information on how to configure these storage backends, see the official documentation at https://docs.docker.com/registry/configuration/.
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One of the components that ships with the commercial Docker Datacenter is Docker Trusted Registry (DTR). Think of it as a version of Docker Hub that you can host in your own infrastructure. DTR adds the following features on top of the ones provided by the free Docker Hub and Docker Registry:


	Integrated into your authentication services such as Active Directory or LDAP

	Deployed on your own infrastructure (or cloud) behind your firewall

	Image signing to ensure your images are trusted

	Built in security scanning

	Access to prioritized support directly from Docker



More information on Docker Trusted Registry can be found at https://docs.docker.com/datacenter/dtr/2.2/guides/.
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It is not only Docker that offers image registry services; companies such as Red Hat offer their own registry. You can find the Red Hat Container Catalog at https://access.redhat.com/containers/. Here, you will find containerized versions of all of Red Hat's product offerings, along with containers to support its OpenShift (https://www.openshift.com/) offering. Services such as Artifactory by JFrog (https://www.jfrog.com/artifactory/) offer a private Docker registry as part of their build services.

There are also Registry as a Service offerings; we are going to take a look at two of them.
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Quay is a commercial service from CoreOS; it offers both a cloud-based version (which we will be looking at here) or an Enterprise version, which you can run on premises behind your own firewall.



You can sign up for a free 30-day trial at https://quay.io/. Signing up is as simple as clicking on Sign in and then using your GitHub account to create an account. Once you have created your account, you will be greeted with a screen that looks like the following:



To create an image repository, like we did for the automated build for Docker Hub, click on Create New Repository.

This will take you to a page where you are asked to name your repository and also where it should get the image from; you have several options here:


	Empty repository

	Initialize from a Dockerfile

	Link to a GitHub repository push

	Link to a Bitbucket repository push

	Link to a GitLab repository push

	Link to a custom Git repository push



As before, we are going to link to a GitHub account, so select this. Once selected, click on Create Public Repository and you will then be taken to a page where you need to give Quay permission to access your GitHub account. Once you have granted permission by following the on-screen prompts, you will be asked which GitHub repository your Dockerfile is stored in:



Click on Continue to then select the path to your Dockerfile, the build context (all of the files that go to build up your container image), and so on. Once you select and verify, the repository will be created and you will be given an option to manually trigger a build. Once it is built, you should see something similar to the following:



You will now be able to pull your image. For example, mine can be pulled by running the following command:


$ docker image pull quay.io/russmckendrick/dockerfile-example


The following screenshot shows the output of the preceding command:



As you can see, the process is very similar to that of Docker Hub. Each time your GitHub repository is updated, an updated image will be built. Should there be any problems, you will receive an email notification. You get other options such as being able to download squashed versions of your automatically built images. For more information on Quay, go to the site at https://quay.io/.
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The next registry service we are going to look at is the one from Amazon, which supports its own Amazon EC2 Container Service (ECS), which we will be looking at in more detail in a later chapter. The registry service is called Amazon EC2 Container Registry (ECR) and works a little different to Docker Hub and Quay.

The service can be found by entering ECS in the search box, which appears when you click on Services in the top left. Once the page loads, click on Repositories, and you will be asked to name your repository:



You might be thinking that after clicking on Next step, you will need to enter details of a GitHub, Bitbucket, or even Amazon S3 bucket that hosts your Dockerfile, but you would be mistaken. Instead, you are given instructions on how to build, tag, and push your image. For me, the instructions were as follows:


$ aws ecr get-login --no-include-email --region eu-west-1


This generates a command to log you in; for me, it looked something like the following (I have truncated the password; it is over 1,500 characters long):


docker login -u AWS -p eyJwYXlsb2FkIjoiUEg5dmZORVlKb2RRSjRBaEdtOUpXQWkydURVaGFEZ3JYRXIrQllVQi8yejN3VXpxWjg3YUdCeng0VjBiR0F1L2ZNM0tHQWSJ9 https://687011138589.dkr.ecr.eu-west-1.amazonaws.com


Once logged in, you can build and tag your image with the instructions given. For example, I used the following commands:


$ docker image build -t dockerfile-example .
$ docker image tag dockerfile-example:latest 687011238589.dkr.ecr.eu-west-1.amazonaws.com/dockerfile-example:latest
$ docker image push 687011238589.dkr.ecr.eu-west-1.amazonaws.com/dockerfile-example:latest


After pushing, the image was visible in the AWS console:



Also, after tweaking the permissions to allow anyone to pull the image, my image was available to anyone who runs the following:


$ docker image pull 687011238589.dkr.ecr.eu-west-1.amazonaws.com/dockerfile-example


As you can see, this is more purely a registry service that allows you to push and pull images; there are no automated builds out-of-the-box; however, you should be able to build your own pipeline using the commands needed to log in, build, and push.

As already mentioned, we will be looking more at the container services offering by Amazon in later chapters. For now, if you would like more information on Amazon EC2 Container Registry, refer to the services page at http://aws.amazon.com/ecr/.
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Microbadger is a great tool when you are looking at shipping your containers or images around. It will take into account everything that is going on in every single layer of a particular Docker image and give you the output of how much weight it has in terms of actual size or what amount of disk space it will take up.



This page is what you will be presented with when navigating to the Microbadger website, https://microbadger.com/.

You can search for images that are on Docker Hub to have Microbadger provide information about that image back to you, or you can load up a sample image set if you are looking to provide some sample sets or to see some more complex setups.

In this example, we are going to search for our cluster application image and select the latest tag. As you can see from the following screenshot, Docker Hub is automatically searched with results returned in real time as you type:



By default, it will always load the latest tag, but you also have the option of changing the tag you are viewing by selecting your desired tag from the Versions drop-down. This could be useful if you have, for example, a staging tag and are thinking of pushing this new image to your latest tag but want to see what impact it will have on the size of the image.

As you can see from the following screenshot, Microbadger presents information on how many layers your image contains:



As well as the size of each layer and the Dockerfile command executed during the image build, this is extremely useful when it comes to reducing the size of your images since you can see at which stage during the build image bloat is added.

Another great feature is that Microbadger gives you the option of embedding basic statistics about your images in your Git repository or Docker Hub; for example, the following screen shows the Docker Hub page for https://hub.docker.com/r/russmckendrick/cluster/:



As you can see, Microbadger is displaying the overall size of the image as well as the total number of layers the image is made up of.

The Microbadger service is still in beta and new functions are being added all the time. I recommend that you keep an eye on it.
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In this chapter, we looked at several ways in which you can both manually and automatically build container images using services such as Docker Hub, Quay, and Amazon ECR. We discussed various registries you can use as well as Docker Hub, such as the Docker Store and Red Hat's container catalog.

We also looked at deploying our own local Docker Registry and touched upon the considerations we need to make around storage when deploying one. Finally, we looked at Microbadger, a service that allows you to display information about your remotely hosted container images.

In the next chapter, we are going to look at how we can manage our containers from the command line.
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So far we have been concentrating on how to build, store, and distribute our Docker images. Now we are going to look at how we can launch containers and also how we can use the Docker command line client to manage and interact with them.

We will be revisiting the commands we used in the first chapter and going into a lot more detail before delving deeper into the commands that are available. Once we are familiar with the container commands, we will look at Docker networks and Docker volumes.

We will cover the following topics:


	
Docker container commands


	The basics

	Interacting with your containers

	Logs and process information

	Resource limits

	Container states and miscellaneous commands

	Removing containers





	
Docker networking and volume







            

            
        
    
        

                            
                    Docker container commands

                
            
            
                
Before we look at some of the more complex Docker commands, let's review and go into a little more detail into the commands we have used in previous chapters.



            

            
        
    
        

                            
                    The basics

                
            
            
                
In Chapter 1, Docker Overview, we launched the most basic container of all, the hello-world one:


$ docker container run hello-world 


The output of the command is given here:



This command pulls a 1.84 KB image from the Docker Hub. You can find the Docker Store page for the image at https://store.docker.com/images/hello-world/, and as per the following Dockerfile, it runs an executable called hello:


FROM scratch
COPY hello /
CMD ["/hello"]


The hello executable prints the "Hello from Docker!" text to the Terminal and then the process exits. As the process exits, our container also stops; this can be seen by running the following:


$ docker container ls -a


The output of the command is given here:



You may notice in the following Terminal output that I ran the docker container ls with and without the -a flag, which is shorthand for -all, as running it without the flag does not show any exited containers.

We didn't have to name our container as it wasn't around long enough for us to care what it was called. Docker automatically assigns names for containers, and in my case, you can see that it was called infallible_davinci.

You will notice throughout your use of Docker that it comes up with some really interesting names for your containers if you choose to let it generate them for you. Although this is slightly off topic, the code to generate the names can be found at https://github.com/moby/moby/blob/master/pkg/namesgenerator/names-generator.go. As you can see, right at the end, it has the following if statement:


     if name == "boring_wozniak" /* 
     Steve Wozniak is not boring */ {
       goto begin
     }


Meaning there will never be a container called boring_wozniak (and quite rightly, too).

Steve Wozniak is an inventor, electronics engineer, programmer, and entrepreneur who cofounded Apple Inc with Steve Jobs. He is known as a pioneer of the personal computer revolution of the 70s and 80s, and is definitely not boring!

We can remove the container with an exited status by running the following:


$ docker container rm infallible_davinci


Also, at the end of Chapter 1, Docker Overview, we launched a container using the official nginx image, which can be found at https://store.docker.com/images/nginx/, using the following command:


$ docker container run -d --name nginx-test -p 8080:80 nginx


As you may remember, this downloads the image and runs it, mapping port 8080 on our host machine to port 80 on the container, and calls it nginx-test:



As you can see, running docker image ls shows us that we now have two images downloaded and also running.


$ docker container ls


The previous command shows that we have a running container. The following Terminal output shows that mine had been up for 20 seconds when I ran the command:



As you can see from our docker container run command, we introduced three flags. One of them was -d, which is shorthand for --detach. If we hadn't added this flag, then our container would have executed in the foreground, which means that our terminal would have been frozen until we passed the process an escape command by pressing Ctrl + C.

We can see this in action by running the following command to launch a second nginx container:


$ docker container run --name nginx-foreground -p 9090:80 nginx 


Once launched, open a browser and go to http://localhost:9090/. As you load the page, you will notice that your page visit is printed to the screen; hitting refresh in your browser will display more hits until you press Ctrl + C back in the terminal.



Running docker container ls -a shows that you have two containers, one of which has exited:



So what happened? When we removed the detach flag, Docker connected us to the nginx process directly within the container, meaning that we had visibility of stdin, stdout, and stderr for that process. When we used Ctrl + C, we actually sent an instruction to the NGINX process to terminate it; as that was the process that was keeping our container running, the container exited immediately as there was no longer a running process.

Standard input (stdin) is the handle that our process reads to get information from the end user.

Standard output (stdout) is where the process writes normal information to.

Standard error (stderr) is where the process writes error messages to.

Another thing you may have noticed when we launched the "nginx-foreground" container is that we gave it a different name using the --name flag.

This is because you cannot have two containers with the same name since Docker gives you the option of interacting with your containers using both the CONTAINER ID or NAME. This is the reason the name generator function exists: to assign a random name to containers you do not wish to name yourself--and also to ensure that we never call Steve Wozniak boring.

The final thing to mention is that when we launched "nginx-foreground", we asked Docker to map port 9090 to port 80 on the container. This was because we cannot assign more than one process to a port on a host machine, so if we attempted to launch our second container with the same port as the first, we would have received an error message:


docker: Error response from daemon: driver failed programming external connectivity on endpoint nginx-foregound (c338635413d3aeae574e79a8eb89ede6a80a3ea4702de4800da89d0438a90be5): Bind for 0.0.0.0:8080 failed: port is already allocated.


Also, since we were running the container in the foreground, we should receive an error from the nginx process as it failed to start:


ERRO[0003] error getting events from daemon: net/http: request cancelled


However, you may also notice that we are mapping to port 80 on the container--why no error there? Well, as explained in Chapter 1, Docker Overview, the containers themselves are isolated resources, which means that we can launch as many containers as we like with port 80 remapped, and they will never clash with other containers; we only run into problems when we want to route to the exposed container port from our Docker host. Let's keep our nginx container running for the next section.
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So far, our containers have been running a single process. Docker provides you with a few tools that enable you to both fork additional processes as well as interact with them.
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The first way of interacting with your running container is to attach to the running process. We still have our nginx-test container running, so let's connect to that by running this command:


$ docker container attach nginx-test


Opening your browser and going to http://localhost:8080/ will print the nginx access logs to screen in the same way when we launched the nginx-foreground container. Pressing Ctrl + C will terminate the process and return your Terminal to normal; however, as before, we would have terminated the process that was keeping the container running:



We can start our container back up by running the following:


$ docker container start nginx-test


This will start the container back up in the detached state, meaning that it is running in the background again. Going to http://localhost:8080/ will show you the nginx welcome page again.

Let's reattach to our process, but this time pass an additional option:


$ docker container attach --sig-proxy=false nginx-test


Hitting the container's URL a few times and then pressing Ctrl + C will detach us from the process, but this time, rather than terminating the nginx process, it will just return us to our Terminal, leaving the container in a detached state--which can be seen by running docker container ls:
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The attach command is useful if you need to connect to the process your container is running, but what if you need something a little more interactive? You can use the exec command; this spawns a second process within the container that you can interact with.

For example, to see the contents of the file /etc/debian_version, we can run the following command:


$ docker container exec nginx-test cat /etc/debian_version


This will spawn a second process, the cat command in this case, which prints the contents of /etc/debian_version to stdout. The second process will then terminate, leaving our container as it was before the exec command was executed:



We can take this one step further by running the following command:


$ docker container exec -i -t nginx-test /bin/bash


This time, we are forking a bash process and using the -i and -t flags to keep open console access to our container. The -i flag is shorthand for --interactive, which instructs Docker to keep stdin open so that we can send commands to the process. The -t flag is short for --tty and allocates a pseudo-TTY to the session.

Early user terminals connected to computers were called teletypewriters. While these devices are no longer used today, the acronym TTY has continued to be used to described text-only consoles in modern computing.

What this means is that you will be able to interact with your container as if you had a remote Terminal session, like SSH:



While it is extremely useful as you can interact with the container as if it were a virtual machine, I do not recommend making any changes to your containers as they are running using the pseudo-TTY. It is more than likely that those changes will not persist and will be lost when your container is removed. We will go into the thinking behind this in more detail in Chapter 12, Docker Workflows.
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So far, we have been attaching to either the process in our container or the container itself to view information. Docker provides a few commands to allow you to view information about your containers without having to use either the attach or exec commands.
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The logs commands is pretty self explanatory; it allows you to interact with the stdout stream of your containers, which Docker is keeping track of in the background. For example, to view the last entries written to stdout for our nginx-test container, I just need to use the following command:


$ docker container logs --tail 5 nginx-test


The output of the command is shown here:



To view the logs in real time, I simply need to run the following:


$ docker container logs -f nginx-test


The -f flag is shorthand for --follow. I can also, say, view everything that has been logged since 15:00 today by running the following:


$ docker container logs --since 2017-06-24T15:00 nginx-test 


The output of the command is shown here:



You might notice in the preceding output that the timestamp in the access log is 14:34, which is before 15:00. Why is that?

The logs command shows the timestamps of stdout recorded by Docker and not the time within the container. You can see this from when I run the following commands:


$ date
$ docker container exec nginx-test date


The output is shown here:



There is an hour's time difference between my host machine and the container due to British Summer Time (BST) being in effect on my host.

Luckily, to save confusion--or add to it, depending on how you look at it--you can add -t to your logs commands:


$ docker container logs --since 2017-06-24T15:00 -t nginx-test


The -t flag is short for --timestamp; this option prepends the time the output was captured by Docker:
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The top command is quite a simple one; it lists the processes running within the container you specify:


$ docker container top nginx-test


The output of the command is shown here:



As you can see from the following Terminal output, we have two processes running, both of which are nginx, which is to be expected.
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The stats command provides real-time information on either the specified container or, if you don't pass a container name or ID, all running containers:


$ docker container stats nginx-test


As you can see from the following Terminal output, we are given information on the CPU, RAM, NETWORK, and DISK IO for the specified container:



We can also pass the -a flag; this is short for --all and displays all containers, running or not:



However, as you can see from the preceding output, if the container isn't running, there aren't any resources being utilized, so it doesn't really add any value other than giving you a visual representation of how many containers you have running and where the resources are being used.

It is also worth pointing out that the information displayed by the stats command is real-time only; Docker does not record the resource utilization and make it available in the same way that the logs command does.
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The last command we ran showed us the resource utilization of our containers; by default, a container when launched will be allowed to consume all the available resources on the host machine if it requires it. We can put caps on the resources our containers can consume; let's start by updating the resource allowances of our nginx-test container.

Typically, we would have set the limits when we launched our container using the run command; for example, to halve the CPU priority and set a memory limit of 128M, we would have used the following command:


$ docker container run -d --name nginx-test --cpu-shares 512 --memory 128M -p 8080:80 nginx


However, we didn't need to update our already running container; to do this, we can use the update command. Now you must have thought that this should entail just running the following command:


$ docker container update --cpu-shares 512 --memory 128M nginx-test


Running the preceding command will actually produce an error:


Error response from daemon: Cannot update container e6ac3ce1418d520233a68f71a1e5cb38b1ab0aafab5fa00d6e0220975706b246: Memory limit should be smaller than already set memoryswap limit, update the memoryswap at the same time


So what is the memoryswap limit currently set to? To find this out, we can use the inspect command to display all of the configuration data for our running container; just run the following:


$ docker container inspect nginx-test


As you can see, there is a lot of configuration data. When I ran the command, a 199-line JSON array was returned. Let's use the grep command to filter out just the lines that contain the word memory:


$ docker container inspect nginx-test | grep -i memory


This returns the following configuration data:


 "Memory": 0,
 "KernelMemory": 0,
 "MemoryReservation": 0,
 "MemorySwap": 0,
 "MemorySwappiness": -1,


Everything is set to 0: how can 128M be smaller than 0? In the context of the configuration of the resources, 0 is actually the default value and means that there are no limits--notice the lack of M at the end. This means that our update command should actually read the following:


$ docker container update --cpu-shares 512 --memory 128M --memory-swap 256M nginx-test


Paging is a memory-management scheme in which the kernel stores and retrieves, or swaps, data from secondary storage for use in main memory. This allows processes to exceed the size of available physical memory.

By default, when you set --memory as part of the run command, Docker will set the --memory-swap size to be twice of that of --memory.

If you run docker container stats nginx-test now, you should see our limits in place:



Also, rerunning docker container inspect nginx-test | grep -i memory will show the changes:


 "Memory": 134217728,
 "KernelMemory": 0,
 "MemoryReservation": 0,
 "MemorySwap": 268435456,
 "MemorySwappiness": -1,


The values when running docker container inspect are all shown in bytes.
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For the final part of this section, we are going to look at the various states your containers could be in and the few remaining commands we have yet to cover as part of the docker container command.

Running docker container ls -a should show something similar to the following Terminal output:



As you can see, we have two containers; one is Up and the other has Exited. Before we continue, let's launch five more containers. To do this quickly, run the following command:


$ for i in {1..5}; do docker container run -d --name nginx$(printf "$i") nginx; done


When running docker container ls -a, you should see your five new containers, named nginx1 through to nginx5:
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Let's look at pausing nginx1. To do this, simply run the following:


$ docker container pause nginx1


Running docker container ls will show that the container has a status of Up, but Paused:



Note that we didn't have to use the -a flag to see information about the container as the process has not been terminated; instead, it has been suspended using the cgroups freezer. With the cgroups freezer, the process is unaware it has been suspended, meaning that it can be resumed.

For more information on the cgroups freezer function, read the official kernel documentation at https://www.kernel.org/doc/Documentation/cgroup-v1/freezer-subsystem.txt.

As you will have probably already guessed, you can resume a paused container using the unpause command:


$ docker container unpause nginx1


This command is useful if you need to freeze the state of a container; maybe one of your containers is going haywire and you need to do some investigation later but don't want it to have a negative impact on your other running containers.
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Next up, we have the stop, start, restart, and kill commands. We have already used the start command to resume a container with a status of Exited. The stop command works in exactly the same way as when we used Ctrl + C to detach from your container running in the foreground. Run the following:


$ docker container stop nginx2


With this, a request is sent to the process for it to terminate, called a SIGTERM. If the process has not terminated itself within a grace period, then a kill signal, called a SIGKILL, is sent. This will immediately terminate the process, not giving it anytime to finish whatever is causing the delay, for example, committing the results of a database query to disk.

Because this could be bad, Docker has given you the option of overriding the default grace period, which is 10 seconds, by using the -t flag; this is short for --time. For example, running the following command will wait up to 60 seconds before sending a SIGKILL, should it need to be sent to kill the process:


$ docker container stop -t 60 nginx3


The start command, as we have already experienced, will start the process back up; however, unlike the pause and unpause commands, the process in this case starts from scratch rather than starting from where it left off.


$ docker container start nginx2 nginx3


The restart command is a combination of the following two commands; it stops and then starts the container ID or name you pass it. Also, like stop, you can pass the -t flag:

 


$ docker container restart -t 60 nginx4


Finally, you also have the option sending a SIGKILL immediately to the container by running the kill command:


$ docker container kill nginx5
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Let's check the containers we have running using the docker container ls -a command. When I run the command, I can see that I have two containers with an Exited status and all of the others are running:



To remove the two exited containers, I can simply run the prune command:


$ docker container prune


When doing so, a warning pops up and you are asked to confirm whether you are really sure:



You can choose which container you want to remove using the rm command; like this, for example:


$ docker container rm nginx4


However, attempting to remove a running container will result in an error:


Error response from daemon: You cannot remove a running container 5bbc78af29c871200539e7534725e12691aa7df6facd616e91acbe41f204b734. Stop the container before attempting removal or use -f


As you can see from the preceding output, the error very kindly suggests that using the -f flag will forcibly remove the container by stopping it and then removing it, requiring the following command:


$ docker container rm -f nginx4


Another alternative would be to string the stop and rm commands together:


$ docker container stop nginx3 && docker container rm nginx3


However, given that you can use the prune command now, this is probably way too much effect, especially as you are trying to remove the containers and probably don't care too much how gracefully the process is terminated.

Feel free to remove the remainder of your containers using whichever method you like.
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For the final part of this section, we are going to look at a few commands that you probably won't use too much during your day-to-day Docker use. The first of these is create. The create command is pretty similar to the run command, except that it does not start the container, but instead prepares and configures one:


$ docker container create --name nginx-test -p 8080:80 nginx


You can check the status of your created container by running docker container ls -a and then start the container with docker container run nginx-test before checking the status again:



The next command we are going to quickly look at is the port command; this displays the port along with any port mappings for the container:


$ docker container port nginx-test


It should return the following:


80/tcp -> 0.0.0.0:8080


We already know this as it is what we configured, and also the ports are listed in the docker container ls output.

The final command we are going to quickly look at is the diff command. This command prints a list of all of the files that have been added or changed since the container started to run--so basically, a list of the differences on the filesystem between the image we used to launch the container and now.

Before we run the command, let's create a blank file within the nginx-test container using the exec command:


$ docker container exec nginx-test touch /tmp/testing


Now that we have a file called testing in /tmp, we can view the differences between the original image and the running container using the following:


$ docker container diff nginx-test


This will return a list of files; as you can see from the following list, there is our testing file along with the files that were created when nginx started:


C /run
A /run/nginx.pid
C /tmp
A /tmp/testing
C /var/cache/nginx
A /var/cache/nginx/client_temp
A /var/cache/nginx/fastcgi_temp
A /var/cache/nginx/proxy_temp
A /var/cache/nginx/scgi_temp
A /var/cache/nginx/uwsgi_temp


It is worth pointing out that once we stop and remove the container, these files will be lost. In the next section of this chapter, we will look at Docker volumes and learn how we can persist data.

Again, if you are following along, you should remove any running containers launched during this section using the command of your choice.
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Before we finish off this chapter, we are going to take a look at the basics of Docker networking and Docker volumes using the default drivers. Let's take a look at networking first.
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So far, we have been launching our containers on a single flat shared network. Although we have not talked about it yet, this means the containers we have been launching would have been able to communicate with each other without having to use any of the host networking.

Rather than going into detail now, let's work through an example. We are going to be running a two-container application; the first container will be running Redis and the second our application, which uses the Redis container to store a system state.

Redis is an in-memory data structure store that can be used as a database, cache, or message broker. It supports different levels of on-disk persistence. For more information, refer to https://redis.io/.

Before we launch our application, let's download the container images we will be using and also create the network:


$ docker image pull redis:alpine
$ docker image pull russmckendrick/moby-counter
$ docker network create moby-counter


You should see something similar to the following Terminal output:



Now that we have our images pulled and our network created, we can launch our containers, starting with the Redis one:


$ docker container run -d --name redis --network moby-counter redis:alpine


As you can see, we have used the --network flag to define which network our container was launched in. Now that the Redis container is launched, we can launch the application container by running the following:


$ docker container run -d --name moby-counter --network moby-counter -p 8080:80 russmckendrick/moby-counter


Again, we have launched the container into the moby-counter network; this time, we have mapped port 8080 to port 80 on the container. Notice that we did not need to worry about exposing any ports of the Redis container. That is because the Redis image comes with some defaults, which expose the default port (which is 6379) for us. This can be seen by running docker container ls:



All that remains now is to access the application; to do this, open your browser and go to http://localhost:8080/. You should be greeted by a mostly blank page with the message Click to add logos:



Clicking anywhere on the page will add Docker logos, so click away:



So what is happening? The application that is being served from the moby-counter container is making a connection to the redis container and using the Redis service to store the on-screen coordinates of each of the logos you are placing on the screen by clicking.

How is the moby-counter application connecting to the redis container? Well, in the server.js file, the following default values are being set:


var port = opts.redis_port || process.env.USE_REDIS_PORT || 6379
var host = opts.redis_host || process.env.USE_REDIS_HOST || 'redis'


This means that the moby-counter application is looking to connect to the host called redis on port 6379. Let's try using the exec command to ping the redis container from the moby-counter application and see what we get:


$ docker container exec moby-counter ping -c 3 redis


You should see something similar to the following output:


PING redis (172.18.0.2): 56 data bytes
64 bytes from 172.18.0.2: seq=0 ttl=64 time=0.057 ms
64 bytes from 172.18.0.2: seq=1 ttl=64 time=0.087 ms
64 bytes from 172.18.0.2: seq=2 ttl=64 time=0.085 ms

--- redis ping statistics ---
3 packets transmitted, 3 packets received, 0% packet loss
round-trip min/avg/max = 0.057/0.076/0.087 ms


As you can see, the moby-container container resolves redis to the IP address of the Redis container, which is 172.18.0.2. You may be thinking that the application's host file contains an entry for the redis container; let's take a look using the following command:


$ docker container exec moby-counter cat /etc/hosts


This returns the contents of /etc/hosts, which for me look like the following:


127.0.0.1 localhost
::1 localhost ip6-localhost ip6-loopback
fe00::0 ip6-localnet
ff00::0 ip6-mcastprefix
ff02::1 ip6-allnodes
ff02::2 ip6-allrouters
172.18.0.3 8ed5183eded1


Other than the entry at the end, which is actually the IP address resolving to the hostname of the local container, 8ed5183eded1 is the ID of the container; there is no sign of an entry for redis. Next, let's check /etc/resolv.conf by running the following:


$ docker container exec moby-counter cat /etc/resolv.conf


This returns what we are looking for; as you can see, we are using a local nameserver:


nameserver 127.0.0.11
options ndots:0


Let's perform a DNS lookup on redis against 127.0.0.11 using the following command:


$ docker container exec moby-counter nslookup redis 127.0.0.11


This returns the IP address of the redis container:


Server: 127.0.0.11
Address 1: 127.0.0.11

Name: redis.moby-counter
Address 1: 172.18.0.2 redis.moby-counter


Let's create a second network and launch another application container:


$ docker network create moby-counter2
$ docker run -itd --name moby-counter2 --network moby-counter2 -p 9090:80 russmckendrick/moby-counter


Now that we have the second application container up and running, let's try pinging the redis container from it:


$ docker container exec moby-counter2 ping -c 3 redis


In my case, I get a response, but it is not the one I am expecting:


PING redis (92.242.132.15): 56 data bytes
64 bytes from 92.242.132.15: seq=0 ttl=37 time=0.314 ms
64 bytes from 92.242.132.15: seq=1 ttl=37 time=0.211 ms
64 bytes from 92.242.132.15: seq=2 ttl=37 time=0.233 ms

--- redis ping statistics ---
3 packets transmitted, 3 packets received, 0% packet loss
round-trip min/avg/max = 0.211/0.252/0.314 ms


Checking the resolv.conf file shows that the same nameserver is being used:


$ docker container exec moby-counter2 cat /etc/resolv.conf

nameserver 127.0.0.11
options ndots:0


However, when performing a lookup, we cannot resolve redis and instead, it is falling back to my ISP's default nameservers, which are basically returning an error:


$ docker container exec moby-counter2 nslookup redis 127.0.0.11
Server: 127.0.0.11
Address 1: 127.0.0.11

Name: redis
Address 1: 92.242.132.15 unallocated.barefruit.co.uk


Let's look at launching a second Redis server in our second network; as we have already discussed, we cannot have two containers with the same name, so let's creatively name it redis2.

As our application is configured to connect to a container that resolves to redis, does this mean we will have to make changes to our application container? No, Docker has you covered.

While you cannot have two containers with the same names, as we have already discovered, our second network is running completely isolated from our first network, meaning that we can still use the DNS name of redis; to do this, we need to add the --network-alias flag:


$ docker container run -d --name redis2 --network moby-counter2 --network-alias redis redis:alpine


As you can see, we have named the container redis2 but set the --network-alias to be redis; this means that when we perform the lookup, we see the correct IP address returned:


$ docker container exec moby-counter2 nslookup redis 127.0.0.11
Server: 127.0.0.11
Address 1: 127.0.0.11

Name: redis
Address 1: 172.19.0.3 redis2.moby-counter2


As you can see, redis is actually an alias for redis2.moby-counter2, which then resolves to 172.19.0.3.

Now we should have two applications running side by side in their own isolated networks on your local Docker host, accessible at http://localhost:8080/ and http://localhost:9090/. Running docker network ls will display all of the networks configured on your Docker host, including the default networks:



You can find out more information about the configuration of the networks by running the inspect command:


$ docker network inspect moby-counter


It returns the following JSON array:


    [
        {
            "Name": "moby-counter",
            "Id":  "adfd04f86ceb0e0138b3c46c5ffac98810a572895583af0a5fce644378ce16c8",
            "Created": "2017-06-24T21:45:59.109846671Z",
            "Scope": "local",
            "Driver": "bridge",
            "EnableIPv6": false,
            "IPAM": {
                "Driver": "default",
                "Options": {},
                "Config": [
                    {
                        "Subnet": "172.18.0.0/16",
                        "Gateway": "172.18.0.1"
                    }
                ]
            },
            "Internal": false,
            "Attachable": false,
            "Containers": {
            "1bece530450ab46450d185be2def
    9d7820ba3da36948cb77f5b51a931bb58738": {
                    "Name": "redis",
                    "EndpointID": 
    "6f5199ec31cd852f7eff961fa9afd9
    4810c602af69d5a870f6209bbaed087b56",
                    "MacAddress": "02:42:ac:12:00:02",
                    "IPv4Address": "172.18.0.2/16",
                    "IPv6Address": ""
                },
            "8ed5183eded1c904b86c279ab15
    ac44ffe15c2a57f1fb2287170f221dc320633": {
                    "Name": "moby-counter",
                    "EndpointID": 
    "fcad0cbb7249b355bead29d424919f65
    49c111a3a0364116d2d6e1d02b217411",
                    "MacAddress": "02:42:ac:12:00:03",
                    "IPv4Address": "172.18.0.3/16",
                    "IPv6Address": ""
                }
            },
            "Options": {},
            "Labels": {}
        }
    ]


As you can see, it contains information on the network addressing being used in the IPAM section, and also details on each of the two containers running in the network.

IP address management (IPAM) is a means of planning, tracking, and managing IP addresses within the network. IPAM has both DNS and DHCP services so that each service is notified of changes in the other; for example, DHCP assigns an address to container2. The DNS service is updated to return the IP address assigned by DHCP whenever a lookup is made against container2.

Before we progress to the next section, we should remove one of the applications and associated networks. To do this, run the following commands:


$ docker container stop moby-counter2 redis2
$ docker container prune
$ docker network prune


This will remove the containers and network:



As mentioned at the start of this section, this is only the default network driver, meaning that we are restricted to our networks only being available on a single Docker host. In later chapters, we will look at how we can expand our Docker network across multiple hosts and even providers.
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If you have been following along with the network example from the previous section, you should have two containers running:



When you go to the application in a browser (at http://localhost:8080/), you will probably see that there already are Docker logos on screen. Let's stop and remove the Redis container and see what happens. To do this, run the following:


$ docker container stop redis
$ docker container rm redis


If you have your browser open, you may notice that the Docker icons have faded into the background and there is an animated loader in the center of the screen; this is basically to show that the application is waiting for the connection to the Redis container to be reestablished:



Relaunch the Redis container using the following command:


$ docker container run -d --name redis --network moby-counter redis:alpine


This restores the connectivity; however, when you start to interact with the application, your previous icons disappear and you are left with a clean slate. Quickly add some more logos to the screen, this time placed in a different pattern like I have done here:



Once you have a pattern, let's remove the Redis container again by running:


$ docker container stop redis
$ docker container rm redis


As we discussed earlier in the chapter, losing the data in the container is to be expected. However, as we used the official Redis image from https://store.docker.com/images/redis/, we haven't in fact lost any of our data.

The Dockerfile for the Redis offical image we used looks like the following:


FROM alpine:3.5

RUN addgroup -S redis && adduser -S -G redis redis
RUN apk add --no-cache 'su-exec>=0.2'

ENV REDIS_VERSION 3.0.7
ENV REDIS_DOWNLOAD_URL http://download.redis.io/releases/redis-3.0.7.tar.gz
ENV REDIS_DOWNLOAD_SHA e56b4b7e033ae8dbf311f9191cf6fdf3ae974d1c

RUN set -x \
  && apk add --no-cache --virtual .build-deps \
    gcc \
    linux-headers \
    make \
    musl-dev \
    tar \
  && wget -O redis.tar.gz "$REDIS_DOWNLOAD_URL" \
  && echo "$REDIS_DOWNLOAD_SHA *redis.tar.gz" | sha1sum -c - \
  && mkdir -p /usr/src/redis \
  && tar -xzf redis.tar.gz -C /usr/src/redis --strip-components=1 \
  && rm redis.tar.gz \
  && make -C /usr/src/redis \
  && make -C /usr/src/redis install \
  && rm -r /usr/src/redis \
  && apk del .build-deps

RUN mkdir /data && chown redis:redis /data
VOLUME /data
WORKDIR /data

COPY docker-entrypoint.sh /usr/local/bin/
RUN ln -s usr/local/bin/docker-entrypoint.sh /entrypoint.sh # backwards compat
ENTRYPOINT ["docker-entrypoint.sh"]

EXPOSE 6379
CMD [ "redis-server" ]


If you notice, toward the end of the file, there are the VOLUME and WORKDIR directives declared; this means that when our container was launched, Docker actually created a volume and then ran redis-server from within the volume.

We can see this by running the following command:


$ docker volume ls


This should show at least two volumes:



As you can see, the volume name is not very friendly at all, in fact, it is the unique ID of the volume. So how can we use the volume when we launch our Redis container? We know from the Dockerfile that the volume was mounted at /data within the container, so all we have to do is tell Docker which volume to use and where it should be mounted at runtime.

To do this, run the following command, making sure you replace the volume ID with that of your own:


$ docker container run -d --name redis -v 719d0cc415dbc76fed5e9b8893e2cf547f0ac6c91233451604fdba31f0dd2d2a:/data --network moby-counter redis:alpine


If your application page looks like it is still trying to reconnect to the Redis container once you have launched your Redis container, then you may need to refresh your browser; failing that, restarting the application container by running docker container restart moby-counter and then refreshing your browser again should work.

You should be able to see the icons in their original positions. We can view the contents of the /data folder on the Redis container by running:


$ docker container exec redis ls -lhat /data 


This will return something that looks like the following:


total 12
drwxr-xr-x 1 root root 4.0K Jun 25 14:55 ..
drwxr-xr-x 2 redis redis 4.0K Jun 25 14:00 .
-rw-r--r-- 1 redis redis 421 Jun 25 14:00 dump.rdb


You can also remove your running container and relaunch it, but this time using the ID of the second volume.

Finally, you can override the volume with your own. To create a volume, we need to use the volume command:


$ docker volume create redis_data


Once created, we will be able to use the redis_data volume to store our Redis on by running this command:


$ docker container run -d --name redis -v redis_data:/data --network moby-counter redis:alpine


We can then use it as needed:



Like the network command, we can view more information on the volume using the inspect command:


$ docker volume inspect redis_data


Look at the following output:


    [
     {
     "Driver": "local",
     "Labels": {},
     "Mountpoint": 
    "/var/lib/docker/volumes/redis_data/_data",
     "Name": "redis_data",
     "Options": {},
     "Scope": "local"
     }
    ]


You can see that there is not much to a volume when using the local driver; one interesting thing to note is that the path to where the data is stored on the Docker host machine is /var/lib/docker/volumes/redis_data/_data. If you are using Docker for Mac or Docker for Windows, then this path will be your Docker host VM and not your local machine, meaning that you do not have direct access to the data inside the volume.

Don't worry though; we will be looking at Docker volumes and how you can interact with data in later chapters. For now, we should tidy up. First of all, remove the two containers and network:


$ docker container stop redis moby-counter
$ docker container prune
$ docker network prune


Then we can remove the volumes by running the following:


$ docker volume prune


You should see something similar to the following Terminal output:



As you can see, we are now back to having a clean slate.
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In this chapter, we looked at how you can use the Docker command-line client to manage both individual containers as well as launch multi-container applications in their own isolated Docker networks. We also discussed how we can persist data on the filesystem using Docker volumes.

So far in this and the previous chapters, we have covered in detail the majority of the available commands used in the following sections:


$ docker container [command]
$ docker network [command]
$ docker volume [command]
$ docker image [command]


We have covered the four main areas of using Docker locally; we can now start to look at how we can interact with remote Docker hosts.

In the next chapter, we will use Docker Machine and revisit Docker networking.
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In this chapter, we will take a look at Docker Machine. It can be used to easily launch and bootstrap Docker hosts targeting various platforms, including locally or in a cloud environment. You can control your Docker hosts with it as well. Let's take a look at what we will be covering in this chapter:


	An introduction to Docker Machine

	Using Docker Machine to set up local Docker hosts

	Launching Docker hosts in the cloud

	More Docker networking

	Using other base operating systems
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Before we roll our sleeves up and get stuck in with Docker Machine, we should take a moment to discuss what place it has in the overall Docker ecosystem.

Docker Machine's biggest strength is that it provides a consistent interface to several public cloud providers:


	Amazon Web Services: https://aws.amazon.com/

	Microsoft Azure: https://azure.microsoft.com/

	DigitalOcean: https://www.digitalocean.com/

	Exoscale: https://www.exoscale.ch/

	Google Compute Engine: https://cloud.google.com/

	Rackspace: https://www.rackspace.com/

	IBM SoftLayer: https://www.softlayer.com/



It also supports the following self-hosted VM/cloud platforms:


	Microsoft Hyper-V: https://www.microsoft.com/en-gb/cloud-platform/server-virtualization/

	OpenStack: https://www.openstack.org/

	VMware vSphere: https://www.vmware.com/uk/products/vsphere.html



And finally, the following locally hosted hypervisors are supported as well:


	Oracle VirtualBox: https://www.virtualbox.org/

	VMware Fusion: https://www.vmware.com/uk/products/fusion.html

	VMware Workstation: https://www.vmware.com/uk/products/workstation.html



Being able to target all of these technologies using a single command with minimal user interaction is a very big time saver if you need to quickly access a Docker host in Amazon Web Services one day and then DigitialOcean the next: you know you are going to get a consistent experience.

As it is a command-line tool, it is also very easy to pass instructions to colleagues or even script the launch and tear down on Docker hosts: imagine starting work with your environment built fresh for you each morning and then, to save costs, it is torn down each evening.
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Before we journey out into the cloud, we are going to look at the basics of Docker Machine locally by launching it, using Oracle VirtualBox to provide the VM.

To launch the machine, all you need to do is run the following command:


$ docker-machine create --driver virtualbox docker-local


This will start the deployment, during which you will get a list of tasks that Docker Machine is running. To launch your Docker host, each host launched with Docker Machine goes through the same steps.

First of all, Docker Machine runs a few basic checks, such as confirming that VirtualBox is installed:


Running pre-create checks...


Once the checks have passed, it creates the virtual machine using the selected driver:


Creating machine...
(docker-local) Copying /Users/russ/.docker/machine/cache/boot2docker.iso to /Users/russ/.docker/machine/machines/docker-local/boot2docker.iso...
(docker-local) Creating VirtualBox VM...
(docker-local) Creating SSH key...
(docker-local) Starting the VM...
(docker-local) Check network to re-create if needed...
(docker-local) Waiting for an IP...
Waiting for machine to be running, this may take a few minutes...


As you can see, Docker Machine creates a unique SSH key for the virtual machine, this means that you will be able to access the virtual machine over SSH, more on that later. Once the virtual machine has booted, Docker Machine then makes a connection to the virtual machine:


Detecting operating system of created instance...
Waiting for SSH to be available...
Detecting the provisioner...
Provisioning with boot2docker...
Copying certs to the local machine directory...
Copying certs to the remote machine...
Setting Docker configuration on the remote daemon...
Checking connection to Docker...


As you can see, Docker Machine detects the operating system being used and chooses the appropriate bootstrap script to deploy Docker. Once Docker is installed, Docker Machine generates and shares certificates between your local host and the Docker host. It then configures the remote Docker installation for certificate authentication, meaning that your local client can connect to and interact with the remote Docker server:

Once Docker is installed, Docker Machine generates and shares certificates between your local host and the Docker host, it then configures the remote Docker installation for certificate authentication meaning that your local client can connect to and interact with the remote Docker server:


Docker is up and running!
To see how to connect your Docker Client to the Docker Engine running on this virtual machine, run: docker-machine env docker-local


Finally, it checks whether your local Docker client can make the remote connection and completes the task by giving you instructions on how to configure your local client to the newly launched Docker host.

If you open VirtualBox, you should be able to see your new virtual machine:



Next, we need to configure our local Docker client to connect to the newly launched Docker host; as already mentioned in the output of launching the host, running the following command will show you how to make the connection:


$ docker-machine env docker-local


This returns the following:


export DOCKER_TLS_VERIFY="1"
export DOCKER_HOST="tcp://192.168.99.100:2376"
export DOCKER_CERT_PATH="/Users/russ/.docker/machine/machines/docker-local"
export DOCKER_MACHINE_NAME="docker-local"
# Run this command to configure your shell:
# eval $(docker-machine env docker-local)


As you can see, this overrides the local Docker installation by giving the IP address and port number of the newly launched Docker host as well as the path to the certificates used for authentication. At the end of the output, it gives you a command to run and to configure your terminal session to make the connection.

Before we run the command, let's run docker version to get information on the current setup:



As you can see, this is basically the Docker for Mac installation I am running. Running the following command and then docker version again should show some changes to the server:


$ eval $(docker-machine env docker-local)


The output of the command is given here:



As you can see, the version of Docker has changed, along with the API version and build date. From here, we can interact with the Docker host in the same way as if it were a local Docker installation.

Before we move on to launching Docker hosts in the cloud, there are a few other basic Docker Machine commands to cover.

The first is listing the currently configured Docker hosts:


$ docker-machine ls


The output of the command is given here:



As you can see, it lists the details on the machine name, the driver used and the Docker endpoint URL, and the version of Docker the hosts are running.

You will also notice that there is a * in the ACTIVE column; this indicates which Docker host your local client is currently configured to interact with. You can also find out the active machine by running docker-machine active.

The next command connects you to the Docker host using SSH:


$ docker-machine ssh docker-local


The output of the command is given here:



This is useful if you need to install additional software or configuration outside of Docker Machine. It is also useful if you need to look at logs and so on. You can find out the IP address of your Docker host by running the following:


$ docker-machine ip docker-local


We will be using this a lot later in the chapter. There are also commands to stop, start, restart, and remove your Docker host, though for now let's keep it running:


$ docker-machine stop docker-local
$ docker-machine start docker-local
$ docker-machine restart docker-local
$ docker-machine rm docker-local


There are also commands to find out more details about your Docker host:


$ docker-machine inspect docker-local
$ docker-machine config docker-local
$ docker-machine status docker-local
$ docker-machine url docker-local


Now that we have had a very quick rundown of the basics, let's try something more adventurous.
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In this section, we are going to take a look at two different public cloud drivers. As already mentioned, there are plenty available, but part of the appeal of Docker Machine is that it offers consistent experiences, so there are not too many differences between the drivers.
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To launch a Docker host in DigitalOcean using Docker Machine, you only need an API access token. Rather than explaining how to generate one here, you can follow the instructions at https://www.digitalocean.com/help/api/.

Launching a Docker host using the API token will incur cost; ensure you keep track of the Docker hosts you launch. Details on DigitalOcean's pricing can be found at https://www.digitalocean.com/pricing/. Also, keep your API token secret as it could be used to gain unauthorized access to your account. All of the tokens used in this chapter have been revoked.

Due to the additional flags that we need to pass to the Docker Machine command, I will be using \ to split the command across multiple lines to make it more readable.

To launch a Docker host called docker-digtialocean, we need to run the following command:


$ docker-machine create \
  --driver digitalocean \
  --digitalocean-access-token ba46b9f97d16edb5a1f145093b50d97e50665492e9101d909295fa8ec35f20a1 \
  docker-digitalocean


As the Docker host is a remote machine, it will take a little while to launch, configure, and be accessible. As you can see from the following output, there are also a few changes to how Docker Machine bootstraps the Docker host:


Running pre-create checks...
Creating machine...
(docker-digitalocean) Creating SSH key...
(docker-digitalocean) Creating Digital Ocean droplet...
(docker-digitalocean) Waiting for IP address to be assigned to the Droplet...
Waiting for machine to be running, this may take a few minutes...
Detecting operating system of created instance...
Waiting for SSH to be available...
Detecting the provisioner...
Provisioning with ubuntu(systemd)...
Installing Docker...
Copying certs to the local machine directory...
Copying certs to the remote machine...
Setting Docker configuration on the remote daemon...
Checking connection to Docker...
Docker is up and running!
To see how to connect your Docker Client to the Docker Engine running on this virtual machine, run: docker-machine env docker-digitalocean


Once launched, you should be able to see the Docker host in your DigitalOcean control panel:



 

Reconfigure your local client to connect to the remote host by running:


$ eval $(docker-machine env docker-digitalocean)


Also, you can run docker version and docker-machine inspect digitalocean to find out more information about the Docker host.

Finally, running docker-machine ssh docker-digitalocean will SSH you into the host; as you can see from the following output and also from the output when you first launched the Docker host, there is a difference in the operating system used:



As you can see, we didn't have to tell Docker Machine which operating system to use, the size of the Docker host, or even where to launch it. That is because each driver has some pretty sound defaults. Adding these defaults to our command makes it look like the following:


$ docker-machine create \
   --driver digitalocean \
   --digitalocean-access-token ba46b9f97d16edb5a1f145093b50d97e50665492e9101d909295fa8ec35f20a1 \
   --digitalocean-image ubuntu-16-04-x64 \
   --digitalocean-region nyc3 \
   --digitalocean-size 512mb \
   --digitalocean-ipv6 false \
   --digitalocean-private-networking false \
   --digitalocean-backups false \
   --digitalocean-ssh-user root \
   --digitalocean-ssh-port 22 \
   docker-digitalocean


As you can see, there is scope for you to customize the size, region, operating system, and even networking your Docker host is launched with.
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Amazon Web Services (AWS) is very big and extremely powerful. Explaining how to create a user, generate security credentials, and then install and the configure the AWS command-line tools will take several pages. Because of this, I will assume that you have this already configured. If you haven't and you would like to follow along, then refer to the following URLs first:


	AWS security credentials: http://docs.aws.amazon.com/general/latest/gr/aws-sec-cred-types.html

	AWS command line interface docs: http://docs.aws.amazon.com/cli/latest/userguide/cli-chap-welcome.html



Before we launch our Docker host in AWS, we need to know the ID of the Virtual Private Cloud (VPC) in the us-east-1 region, which is where Docker Machine will launch hosts by default. To do this, run the following command:


$ aws ec2 --region us-east-1 describe-vpcs


For me, running the command returned the following JSON array:


    {
        "Vpcs": [
            {
                "VpcId": "vpc-35c91750",
                "InstanceTenancy": "default",
                "State": "available",
                "DhcpOptionsId": "dopt-b0bfafd2",
                "CidrBlock": "172.30.0.0/16",
                "IsDefault": false
            }
        ]
    }


As you can see, the VPC ID is clearly visible. Once you have your VPC ID, run the following command:


docker-machine create \
    --driver amazonec2 \
    --amazonec2-vpc-id vpc-35c91750 \
    docker-aws


This will connect to the AWS API and launch your Docker host:


Running pre-create checks...
Creating machine...
(docker-aws) Launching instance...
Waiting for machine to be running, this may take a few minutes...
Detecting operating system of created instance...
Waiting for SSH to be available...
Detecting the provisioner...
Provisioning with ubuntu(systemd)...
Installing Docker...
Copying certs to the local machine directory...
Copying certs to the remote machine...
Setting Docker configuration on the remote daemon...
Checking connection to Docker...
Docker is up and running!
To see how to connect your Docker Client to the Docker Engine running on this virtual machine, run: docker-machine env docker-aws


As you can see, there are no differences between the tasks executed by Docker machine in AWS and DigitalOcean; you can check the status of your Docker host by running the following command:


$ aws ec2 --region us-east-1 describe-instances


You can also check in the AWS Console for information on your Docker host:



As with DigitalOcean, Docker Machine has a set of default settings; adding these to our create command extends it to the following:


docker-machine create \
  --driver amazonec2 \
  --amazonec2-ami AWS_AMI ami-5f709f34 \
  --amazonec2-region us-east-1 \
  --amazonec2-vpc-id vpc-35c91750 \
  --amazonec2-zone a \
  --amazonec2-instance-type t2.micro \
  --amazonec2-device-name /dev/sda1 \
  --amazonec2-root-size 16 \
  --amazonec2-volume-type gp2 \
  --amazonec2-ssh-user ubuntu \
  docker-aws


Again, there is plenty of scope for controlling where and at what size your Docker host launches. One thing you may have also noticed is that we never had to provide our AWS security credentials to Docker Machine; this is because it has taken them straight from your AWS CLI configuration, which can be found at ~/.aws/credentials.

From here, we can run the same Docker Machine commands to interact with our AWS Docker host as we did for the DigitalOcean and local Docker hosts.
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While we have three Docker hosts running in different providers, we can look a little more at Docker networking. This time, rather than using the default networking driver, we are going to look at the Weave Net extension. This allows multihost networking and is a third-party extension written and provided by Weave (https://weave.works/).

So far, the networks we have been launching our containers into have all been confined to a single Docker host. Multi-host networking expands this so that our container networks span multiple Docker hosts, meaning that, for example, a container running a web server on one Docker host can talk to a container running a database on a completely different Docker host using the same DNS host, as well as having the isolation you would get when running on a single host.

First of all, check that our three Docker hosts are running by using the following command:


$ docker-machine ls


The output of the command is given here:



As you can see, in my current setup, the docker-digitalocean host is currently active; we do not need to worry about which machine is active as we will be using machine names in combination with our docker-machine and docker container commands.

Before we start to launch containers, we need to install and configure Weave on all three of our Docker hosts. For ease of use, as it is publicly accessible and does not have any external firewall like the AWS host, we will be using our DigitalOcean host as the master server.

To install and configure Weave on our docker-digitalocean host, run the following commands:


$ docker-machine ssh docker-digitalocean 'sudo curl -L git.io/weave -o /usr/local/bin/weave; sudo chmod a+x /usr/local/bin/weave'
$ docker-machine ssh docker-digitalocean sudo weave launch --password Wdmv3DzAvqR8NMGZEmZrJDdh


The password I supplied was randomly generated; feel free to use your own. Once our docker-digitalocean host is configured, we can add the two remaining hosts. There is a third step, which we will discuss once the configuration has been applied.

For the docker-aws host, run the following:


$ docker-machine ssh docker-aws 'sudo curl -L git.io/weave -o /usr/local/bin/weave; sudo chmod a+x /usr/local/bin/weave'
$ docker-machine ssh docker-aws sudo weave launch --password Wdmv3DzAvqR8NMGZEmZrJDdh
$ docker-machine ssh docker-aws sudo weave connect "$(docker-machine ip docker-digitalocean)"


Finally, for our docker-local host, run this:


$ docker-machine ssh docker-local 'sudo curl -L git.io/weave -o /usr/local/bin/weave; sudo chmod a+x /usr/local/bin/weave'
$ docker-machine ssh docker-local sudo weave launch --password Wdmv3DzAvqR8NMGZEmZrJDdh
$ docker-machine ssh docker-local sudo weave connect "$(docker-machine ip docker-digitalocean)"


As you can see from the preceding commands, other than providing the name of the Docker host, we haven't had to worry about finding out the IP address of the docker-digitalocean host; instead, we have used the docker-machine ip command to generate it dynamically for us.

Also, we have been passing the command we wish to execute on each of the three host machines after the docker-machine ssh command; this means that we never use SSH to connect to a host.

We can check the status of the Weave Net installation at any time by running the following:


$ docker-machine ssh docker-digitalocean sudo weave status


As you can see from the output returned, all of our hosts are connected to the network and communicating with each other:


Version: 2.0.0 (up to date; next check at 2017/06/26 16:02:13)

Service: router
       Protocol: weave 1..2
           Name: 7e:f1:8e:70:0c:87(docker-digitalocean)
     Encryption: enabled
  PeerDiscovery: enabled
        Targets: 0
    Connections: 2 (2 established)
          Peers: 3 (with 4 established connections)
 TrustedSubnets: none

Service: ipam
         Status: idle
          Range: 10.32.0.0/12
  DefaultSubnet: 10.32.0.0/12

Service: dns
         Domain: weave.local.
       Upstream: 8.8.4.4, 8.8.8.8
            TTL: 1
        Entries: 0

Service: proxy
        Address: unix:///var/run/weave/weave.sock

Service: plugin (legacy)
     DriverName: weave


You can also run the status command from the docker-aws and docker-local hosts:


$ docker-machine ssh docker-aws sudo weave status
$ docker-machine ssh docker-local sudo weave status


Now that we have our multihost networking installed and configured, we can start to launch containers. Let's look at launching the moby-counter application we used in the previous chapter. First of all, let's launch our Redis container:


docker $(docker-machine config docker-local) container run -d \
  --name redis \
  --hostname="redis.weave.local" \
  --network weave \
  --dns="172.17.0.1" \
  --dns-search="weave.local" \
  redis:alpine


Then we launch our moby-counter container:


docker $(docker-machine config docker-digitalocean) container run -d \
  --name moby-counter \
  --network weave \
  --dns="172.17.0.1" \
  --dns-search="weave.local" \
  -p 80:80 \
  russmckendrick/moby-counter


Also, let's launch a second copy:


docker $(docker-machine config docker-aws) container run -d \
  --name moby-counter \
  --network weave \
  --dns="172.17.0.1" \
  --dns-search="weave.local" \
  -p 80:80 \
  russmckendrick/moby-counter


As you can see, we have to add a few additional flags to configure our containers to use Weave Net's built-in DNS services as well as having to explicitly configure the hostname for our Redis container; this means that the DNS is correctly registered with Weave Net.

We have also used the docker-machine config command to reconfigure our Docker client to connect to our desired host on the fly, meaning that we do not open multiple terminals and reconfigure the host environment for each one.

Open your browser and go to the IP address of your DigitalOcean and AWS hosts; Mac and Linux users can do this by running the following commands:


$ open http://$(docker-machine ip docker-digitalocean)/
$ open http://$(docker-machine ip docker-aws)/


You should be able to place icons in one window and refresh the other to see the icons you added.

Also, you can ping the Redis container by running the following commands:


$ docker $(docker-machine config docker-digitalocean) container exec moby-counter ping -c 3 redis


The output of the command is given here:



The following command will ping the Moby Counter from the Redis container:


$ docker $(docker-machine config docker-aws) container exec moby-counter ping -c 3 redis


The output of the command is given here:



The same IP address is returned for the two pings; in my case, this was 10.32.0.1.

There is one other thing: our two moby-counter application containers hosted in the public cloud have both been communicating with a container running on a VirtualBox VM on our local PC! Isn't that cool?

If you have ever tried to configure this kind of network in the past, I am sure you will agree that being able to launch a multi host network that communicates at a local VM level as well as a public cloud using just eight commands is quite impressive.

Before we finish this section of the chapter and move on to the next, we should remove our three hosts:


$ docker-machine rm docker-local docker-digitalocean docker-aws


You should see the following:


About to remove docker-local, docker-digitalocean, docker-aws
WARNING: This action will delete both local reference and remote instance.
Are you sure? (y/n): y
Successfully removed docker-local
Successfully removed docker-digitalocean
Successfully removed docker-aws


Also double-check in the DigitalOcean control panel and the AWS Console that the Docker hosts have been properly terminated; if there were any problems during the removal process, you could incur an unexpected cost.
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You don't have to use the default operating systems with Docker Machine; it does come with provisioners for other base operating systems, including ones that are geared towards running containers. Before we finish the chapter, we are going to take a look at launching RancherOS and CoreOS on two different platforms.

Both of the distributions we are going to look at have just enough of an operating system to run a kernel, networking stack, and containers, just like Docker's own MobyOS, which is used as the base for Docker for Mac and Docker for Windows.
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While CoreOS supports its own container runtime, called RKT (pronounced Rocket), it also ships with Docker; however, as we will see, the version of Docker currently shipping with the stable version of CoreOS is a little behind.

To launch the DigitalOcean-managed coreos-stable version, run the following command:


docker-machine create --driver=digitalocean \
  --digitalocean-access-token=ba46b9f97d16edb5a1f145093b50d97e50665492e9101d909295fa8ec35f20a1 \
  --digitalocean-image=coreos-stable \
  --digitalocean-size=1GB \
  --digitalocean-ssh-user=core \
  docker-coreos


As with launching our other Docker hosts on public clouds, the output is pretty much the same. You will notice that Docker Machine uses the CoreOS provisoner. Once launched, you can run the following:


$ docker-machine ssh docker-coreos cat /etc/*release


This will let you check the contents of the release file:


DISTRIB_ID="Container Linux by CoreOS"
DISTRIB_RELEASE=1409.5.0
DISTRIB_CODENAME="Ladybug"
DISTRIB_DESCRIPTION="Container Linux by CoreOS 1409.5.0 (Ladybug)"
NAME="Container Linux by CoreOS"
ID=coreos
VERSION=1409.5.0
VERSION_ID=1409.5.0
BUILD_ID=2017-06-22-2222
PRETTY_NAME="Container Linux by CoreOS 1409.5.0 (Ladybug)"
ANSI_COLOR="38;5;75"
HOME_URL="https://coreos.com/"
BUG_REPORT_URL="https://issues.coreos.com"
COREOS_BOARD="amd64-usr"


Running the following will show you more information on the version of Docker that is running on the CoreOS host:


$ docker $(docker-machine config docker-coreos) version


You can see this from the following output; also, as already mentioned, it is behind the current release:


Client:
 Version: 17.03.1-ce
 API version: 1.24 (downgraded from 1.27)
 Go version: go1.7.5
 Git commit: c6d412e
 Built: Tue Mar 28 00:40:02 2017
 OS/Arch: darwin/amd64

Server:
 Version: 1.12.6
 API version: 1.24 (minimum version )
 Go version: go1.7.5
 Git commit: a82d35e
 Built: Mon Jun 19 23:04:34 2017
 OS/Arch: linux/amd64
 Experimental: false


This means not all of the commands we are using in this book will work. To remove the CoreOS host, run the following command:


$ docker-machine rm docker-coreos


For more information on CoreOS--the Linux distribution, not the company--visit the website at https://coreos.com/os/docs/latest/, and for more information on RKT, go to https://coreos.com/rkt/.
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While Chapter 9, Rancher, is dedicated entirely to Rancher, it does not cover the container-optimized operating system. Instead, it talks about Rancher the orchestration tool. The Rancher project (https://rancher.com/) distributes RancherOS to compliment its orchestration system.

To launch a RancherOS host locally using VirtualBox, run the following:


docker-machine create -d virtualbox \
   --virtualbox-boot2docker-url https://releases.rancher.com/os/latest/rancheros.iso
   docker-rancher


You'll receive the following message:


(docker-rancher) Boot2Docker URL was explicitly set to "https://releases.rancher.com/os/latest/rancheros.iso" at create time, so Docker Machine cannot upgrade this machine to the latest version.


This means that you will not be able to use the docker-machine upgrade command. Docker Machine will use the RancherOS provisioner, and once it's complete, you will be able to check the release file by running the following:


$ docker-machine ssh docker-rancher cat /etc/*release


This will return something similar to the following:


DISTRIB_ID=RancherOS
DISTRIB_RELEASE=v1.0.2
DISTRIB_DESCRIPTION="RancherOS v1.0.2"
NAME="RancherOS"
VERSION=v1.0.2
ID=rancheros
ID_LIKE=
VERSION_ID=v1.0.2
PRETTY_NAME="RancherOS v1.0.2"
HOME_URL="http://rancher.com/rancher-os/"
SUPPORT_URL="https://forums.rancher.com/c/rancher-os"
BUG_REPORT_URL="https://github.com/rancher/os/issues"
BUILD_ID=


Let's check the version of Docker that is installed by running this command:


$ docker $(docker-machine config docker-rancher) version


It shows that the Docker version bundled with RanchOS is more recent than the version that is part of CoreOS:


Client:
 Version: 17.03.1-ce
 API version: 1.27
 Go version: go1.7.5
 Git commit: c6d412e
 Built: Tue Mar 28 00:40:02 2017
 OS/Arch: darwin/amd64

Server:
 Version: 17.03.1-ce
 API version: 1.27 (minimum version 1.12)
 Go version: go1.7.5
 Git commit: c6d412e
 Built: Tue Mar 28 00:40:02 2017
 OS/Arch: linux/amd64
 Experimental: false


To remove the local RancherOS host, just run docker-machine rm -f docker-rancher.

For more information on RancherOS, you can view the project's website at http://rancher.com/rancher-os/ or the code base on GitHub at https://github.com/rancher/os/.
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In this chapter, we looked at Docker Machine. We first looked at how to use Docker Machine to create the Docker hosts locally on VirtualBox and reviewed the commands you can use to both interact with and manage your Docker Machine-launched Docker hosts. We then looked at how to use Docker Machine to deploy Docker hosts to your cloud environments, namely DigitalOcean and Amazon Web Services.

While we had three Docker Machine-managed hosts online, we took a look at multihost container networking by installing and configuring Weave Net by Weave. Once Weave Net was installed, we launched our multi-container application, but this time, we launched the containers on different Docker hosts.

Finally, we took a very quick look at how to launch two different container-optimized Linux operating systems, CoreOS and RancherOS, and the differences between them.

I am sure you will agree that using Docker Machine made running these tasks, which typically have very different approaches, a very consistent experience, which in the long run will save a lot of time as well as explaining.

In the next chapter, we will look at Docker Compose to launch multi-container applications. Docker Compose is a core component of the Docker ecosystem that you will find yourself using almost daily.
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In this chapter, we will be taking a look at another core Docker tool called Docker Compose. We will break the chapter down into the following sections:


	Docker Compose introduction

	Our Docker Compose application

	Docker Compose YAML file

	Docker Compose commands
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In Chapter 1, Docker Overview, we discussed a few of the problems that Docker has been designed to solve. We discussed how it solves problems such as running two applications side by side by isolating a single process in a single container, meaning that you can run two totally different versions of the same software stack, say PHP 5.6 and PHP 7, on the same host.

In the previous two chapters, we started to launch multi-container applications rather than running our entire stack.

The moby-counter application, which is written in Node.js, uses Redis as its database backend, so we have been launching two containers, one for the application and one of the database.

While it was quite simple to do this as the application itself was quite basic, there are some disadvantages to manually launching single containers.

For example, if I wanted a colleague to deploy the same application, I would have to pass them the following commands:


$ docker image pull redis:alpine
$ docker image pull russmckendrick/moby-counter
$ docker network create moby-counter
$ docker container run -d --name redis --network moby-counter redis:alpine
$ docker container run -d --name moby-counter --network moby-counter -p 8080:80 russmckendrick/moby-counter


Okay, I could get away with losing the first two commands as the image will be pulled during the run if they haven't already pulled it, but as the application starts to get more complex, I will have to start passing on an ever-growing set of commands and instructions.

I would also make it clear that they would have to take into account the order the commands need to be executed. Furthermore, my notes would have to include details of any potential issues to support them through any problems.

While Docker's responsibility should end at creating the images and launching containers using these images, they saw this as a scenario that the technology is meant to stop us from finding ourselves in. Thanks to Docker, people no longer have to worry about inconsistencies in the environment they are launching their applications in as they can now be shipped in images.

For this reason, back in July 2014, Docker purchased a small British start-up called Orchard Laboratories; their website is still accessible at https://www.orchardup.com/.

Orchard Laboratories offered two products. The first was a Docker-based hosting platform: think of it as a hybrid of Docker Machine and Docker itself. From a single command, orchard, you could launch a host machine and then proxy your Docker commands through to the newly launched host; for example, consider the following commands:


$ orchard hosts create
$ orchard docker run -p 6379:6379 -d orchardup/redis


These would have launched a Docker host on Orchard's platform and then a Redis container.

The second product was an open source project called Fig. Fig lets you use a YAML file to define how you would like your multi-container application to be structured. It would then take the YAML file and automate the launch of the containers as defined. The advantage of this was because it was a YAML file, it was really easy for developers to start shipping fig.yml files alongside their Dockerfiles within their code bases.

Of these two products, Docker purchased Orchard Laboratories for Fig. After a short while, the Orchard service was discontinued, and in February 2015, Fig became Docker Compose.

You can read more about Orchard Laboratories joining Docker in the announcement blog post at https://blog.docker.com/2014/07/welcoming-the-orchard-and-fig-team/.

As part of our installation of Docker for Mac, Docker for Windows, and Docker on Linux in the first chapter, we installed Docker Compose, so rather than discussing what it does any further, let's try and bring up our two-container application using Docker Compose.



            

            
        
    
        

                            
                    Our Docker Compose application

                
            
            
                
As already mentioned, Docker Compose uses a YAML file, typically named docker-compose.yml, to define what your multi-container application should look like. The Docker Compose representation of the two-container application we launched in Chapter 4, Managing Containers, and Chapter 5, Docker Machine is as follows:


version: "3"

services:
  redis:
   image: redis:alpine
   volumes:
      - redis_data:/data
   restart: always
  mobycounter:
   depends_on:
      - redis
   image: russmckendrick/moby-counter
   ports:
      - "8080:80"
   restart: always

volumes:
  redis_data:


Even without working through each of the lines in the file, it should be quite straightforward to follow along with what is going on. To launch our application, we simply change to the folder that contains your docker-compose.yml file and run the following:


$ docker-compose up


As you can see from the following Terminal output, a lot happened when it launched:



As you can see, from the first few lines, Docker Compose did the following:


	Created a network called mobycounter_default using the default network driver--nowhere did we ask Docker Compose to do this. More on this in a minute.

	Created a volume called mobycounter_redis_data, again using the default driver. This time we did actually instruct Docker Compose to create us this part of the multi-container application.

	Launched two containers, one called mobycounter_redis_1 and the second mobycounter_mobycounter_1.



You may have also spotted the Docker Compose namespace in our multi-container application and prefixed everything with mobycounter. It took this name from the folder our Docker Compose file was being stored in.

Once launched, Docker Compose attached to mobycounter_redis_1 and mobycounter_mobycounter_1 and streamed the output to our Terminal session. In the Terminal screen, you can see both redis_1 and mobycounter_1 starting and interacting with each other.

When running Docker Compose using docker-compose up, it will run in the foreground. Pressing Ctrl + C will stop the containers and return access to your Terminal session.
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Before we look at using Docker Compose more, we should have a deeper dive into docker-compose.yml files as these are the heart of Docker Compose.

YAML is a recursive acronym which stands for YAML Ain't Markup Language. It is used by a lot of different applications for both configuration and also for defining data in a human-readable structured data format. The indentation you see in the examples is very important as it helps define the structure of the data. For more information, see the project's home page at http://www.yaml.org/.
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The docker-compose.yml file we used to launch our multi-container application is split into three separate sections.

The first section simply specifies which version of the Docker Compose definition language we are using; in our case, as we are running a recent version of Docker and Docker Compose, we are using version 3:


version: "3"


The next section is where our containers are defined; this section is the services section. It takes the following format:


services:
--> container name:
----> container options
--> container name:
----> container options


In our example, we defined two containers. I have separated them out to make it easy to read:


services:

  redis:
    image: redis:alpine
    volumes:
      - redis_data:/data
    restart: always

  mobycounter:
    depends_on:
      - redis
    image: russmckendrick/moby-counter
    ports:
      - "8080:80"
    restart: always


The syntax for defining the service is close to how you would launch a container using the docker container run command. I say close because although it makes perfect sense when you read the definition, it is only on closer inspection that you realize there is actually a lot of difference between the Docker Compose syntax and the docker container run command.

For example, there are no flags for the following when running the docker container run command:


	image: This tells Docker Compose which image to download and use. This does not exist as an option when running docker container run on the command line as you can only run a single container; as we have seen in previous chapters, the image is always defined toward the end of the command without the need of a flag being passed.

	volume: This is the equivalent of the -- volume flag, but it can accept multiple volumes. It only uses the volumes that are declared in the Docker Compose YAML file; more on that in a moment.

	depends_on: This would never work as a docker container run invocation because the command is only targeting a single container. When it comes to Docker Compose, depends_on is used to help build some logic into the order your containers are launched in. For example, only launch container B when container A has successfully started.

	ports: This is basically the --publish flag, which accepts a list of ports.



The only part of the command we used that has an equivalent flag when running docker container run is this:


	restart: This is the same as using the --restart flag and accepts the same input.



The final section of our Docker Compose YAML file is where we declare our volumes:


volume:
  redis_data:
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As mentioned already, our Docker Compose file is quite a simple example. Let's take a look at a more complex Docker Compose file and see how we can introduce building containers and multiple networks.

In the repository for this book, which is available at https://github.com/russmckendrick/mastering-docker/, you will find a folder in the chapter06 directory called example-voting-app. This is a fork of the voting application from the official Docker sample repository, which can be found at https://github.com/dockersamples/.

As you can see, the application is made up of five containers, two networks, and a single volume. Let's walk through the YAML file as there is a lot going on:



version: "3"

services:


Our first container is called vote; it is a Python application that allows users to submit their vote. As you can see from its following definition, rather than downloading an image, we are actually building an image from scratch by using build instead of image:


  vote:
    build: ./vote
    command: python app.py
    volumes:
      - ./vote:/app
    ports:
      - "5000:80"
    networks:
      - front-tier
      - back-tier


The build instruction here tells Docker Compose to build a container using the Dockerfile, which can be found in the ./vote folder. The Dockerfile itself is quite straightforward for a Python application.

Once the container launches, we are then mounting the ./vote folder from our host machine into the container, which is achieved by passing the path of the folder we want to mount and where within the container we would like it mounted.

We are telling the container to run the python app.py when it launches. We are mapping port 5000 on our host machine to port 80 on the container, and finally, we are further attaching two networks to the container, one called front-tier and the second called back-tier.

The front-tier network will have the containers that have to have ports mapped to the host machine; the back-tier network is reserved for containers that do not need their ports to be exposed and acts as a private isolated network.

The vote application sends the votes to the redis container:




  redis:
    image: redis:alpine
    container_name: redis
    ports: ["6379"]
    networks:
      - back-tier


This container uses the official Redis image and is not built from a Dockerfile; we are making sure that port 6379 is available, but only on the back-tier network.

We are also specifying the name of the container, setting it to redis by using container_name. This is to avoid us having to make any considerations on the default names generated by Docker Compose within our code.

Once our vote has been cast and it has found its way into the Redis database, a worker process is executed:


  worker:
    build:
      context: ./worker
    networks:
      - back-tier


The worker container runs a .NET application whose only job is to connect to redis and register each vote by transferring it into a PostgreSQL database running on a container called db. The container is again built using a Dockerfile, but this time rather than passing the path to the folder where the Dockerfile and application are stored, we are using context. This sets the working directory for the docker build and also allows you to define additional options such as labels and changing the name of the Dockerfile.

As this container is doing nothing other than connecting to redis and the db container, it does not need any ports exposed; it also does not need to communicate with either of the containers running on the front-tier network, meaning we just have to add the back-tier network.

The next container is db, one we have already mentioned:


  db:
    image: postgres:9.4
    container_name: db
    volumes:
      - "db-data:/var/lib/postgresql/data"
    networks:
      - back-tier


As you can see, it looks quite similar to the redis container in that we are using the official image; however, you may notice that we are not exposing a port as this is a default option in the official image. We are also specifying the name of the container.

As this is where our votes will be stored, we are creating and mounting a volume to act as persistent storage for our PostgreSQL database.

The final container launched is the result container; this is a Node.js application that connects to the PostgreSQL database running on db and displays the results in real time as votes are cast using the vote container:


  result:
    build: ./result
    command: nodemon --debug server.js
    volumes:
      - ./result:/app
    ports:
      - "5001:80"
      - "5858:5858"
    networks:
     - front-tier
     - back-tier


The image is built using a Dockerfile in a similar fashion to the vote container. We are exposing port 5001, which is where we can connect to see the results.


The final part of the docker-compose.yml file declares the volume for the PostgreSQL database and our two networks:


volumes:
  db-data:

networks:
  front-tier:
  back-tier:


Running docker-compose up gives a lot of feedback on what is happening during the launch; it takes about 5 minutes to launch the application for the first time. If you are not following along and launching the application yourself, what follows is an abridged version of the launch.

We start by creating the networks and getting the volume ready for our containers to use:


Creating network "examplevotingapp_front-tier" with the default driver
Creating network "examplevotingapp_back-tier" with the default driver
Creating volume "examplevotingapp_db-data" with default driver


We then build the vote container image:


Building vote
Step 1/7 : FROM python:2.7-alpine
2.7-alpine: Pulling from library/python
90f4dba627d6: Pull complete
19bc0bb0be9f: Pull complete
61bef6da706e: Pull complete
3e41fdc0d6e2: Pull complete
Digest: sha256:10be70ff30d71a7bb3e8e7cb42f4e76ad8c28696ebce8c2faf89c33a2521a0f6
Status: Downloaded newer image for python:2.7-alpine
 ---> 8a72f6fe0cf4
Step 2/7 : WORKDIR /app
 ---> f555eeac2fe1
Removing intermediate container 0ac950f7ec78
Step 3/7 : ADD requirements.txt /app/requirements.txt
 ---> 2e86103004ae
Removing intermediate container 9c676447514c
Step 4/7 : RUN pip install -r requirements.txt
 ---> Running in 644ea3ffe44e
[lots of python build output here]
 ---> 46e89f5a6d00
Removing intermediate container 644ea3ffe44e
Step 5/7 : ADD . /app
 ---> 562c96f91d0d
Removing intermediate container ff8d462cd77c
Step 6/7 : EXPOSE 80
 ---> Running in f681463674c1
 ---> c601a2812a00
Removing intermediate container f681463674c1
Step 7/7 : CMD gunicorn app:app -b 0.0.0.0:80 --log-file - --access-logfile - --workers 4 --keep-alive 0
 ---> Running in f0a6128dba6c
 ---> bbebc8f099cd
Removing intermediate container f0a6128dba6c
Successfully built bbebc8f099cd
Successfully tagged examplevotingapp_vote:latest
WARNING: Image for service vote was built because it did not already exist. To rebuild this image you must use `docker-compose build` or `docker-compose up --build`.



Once this vote image has been built, the worker image is built:


Building worker
Step 1/5 : FROM microsoft/dotnet:1.1.1-sdk
1.1.1-sdk: Pulling from microsoft/dotnet
10a267c67f42: Pull complete
fb5937da9414: Pull complete
9021b2326a1e: Pull complete
c63131473568: Pull complete
a4274048307f: Pull complete
61820b027a34: Pull complete
Digest: sha256:7badca85a6b29361f7cf2a9b68cbaa111f215943bfe6d87910a1943db8a2a02f
Status: Downloaded newer image for microsoft/dotnet:1.1.1-sdk
 ---> a97efbca0c48
Step 2/5 : WORKDIR /code
 ---> 16894fefd6b9
Removing intermediate container 90ccc84a396b
Step 3/5 : ADD src/Worker /code/src/Worker
 ---> 826032994894
Removing intermediate container af0d371cc328
Step 4/5 : RUN dotnet restore -v minimal src/Worker && dotnet publish -c Release -o "./" "src/Worker/"
 ---> Running in 21db89055f71
 Restoring packages for /code/src/Worker/Worker.csproj...
 [lots of .net build output here]
 Restore completed in 8.16 sec for /code/src/Worker/Worker.csproj.
NuGet Config files used:
 /root/.nuget/NuGet/NuGet.Config
Feeds used:
 https://api.nuget.org/v3/index.json
Installed:
 84 package(s) to /code/src/Worker/Worker.csproj
Microsoft (R) Build Engine version 15.1.548.43366
Copyright (C) Microsoft Corporation. All rights reserved.
Worker -> /code/src/Worker/bin/Release/netcoreapp1.0/Worker.dll
 ---> 0654c936945a
Removing intermediate container 21db89055f71
Step 5/5 : CMD dotnet src/Worker/Worker.dll
 ---> Running in 40068deb9dc3
 ---> 10fd31632c6c
Removing intermediate container 40068deb9dc3
Successfully built 10fd31632c6c
Successfully tagged examplevotingapp_worker:latest
WARNING: Image for service worker was built because it did not already exist. To rebuild this image you must use `docker-compose build` or `docker-compose up --build`.


Then the redis image is pulled:


Pulling redis (redis:alpine)...
alpine: Pulling from library/redis
88286f41530e: Pull complete
07b1ac6c7a50: Pull complete
91e2e140ea27: Pull complete
08957ceaa2b3: Pull complete
acd3d12a6a79: Pull complete
4ad88df09080: Pull complete
Digest: sha256:2b1600c032e7653d079e9bd1eb80df5c99733795691f5ae9bca451bec325b7ea
Status: Downloaded newer image for redis:alpine


This is followed by the PostgreSQL image for the db container:


Pulling db (postgres:9.4)...
9.4: Pulling from library/postgres
9f0706ba7422: Pull complete
df3070b9fd62: Pull complete
945954562465: Pull complete
820e17b80256: Pull complete
4f9e8f8bc763: Pull complete
Digest: sha256:4f831cae0dff7c1cbb8b35e3e31f7d0da622bee4af1735993c66bfefeec1e618
Status: Downloaded newer image for postgres:9.4


Now it is time for the big one; the build of the result image. Node.js is quite verbose, so you will get quite a bit of output being printed to the screen as the NPM sections of the Dockerfile are executed:


Building result
Step 1/11 : FROM node:5.11.0-slim
5.11.0-slim: Pulling from library/node
8b87079b7a06: Pull complete
a3ed95caeb02: Pull complete
1bb8eaf3d643: Pull complete
5674f5dccbc4: Pull complete
96a79bcf8a3b: Pull complete
Digest: sha256:fb4e332730514c393a78a3f0be6b6e1a7f7f3a63c9e670d6ccb0d54d3b9c4985
[lots and lots of nodejs output]
npm WARN optional Skipping failed optional dependency /nodemon/chokidar/fsevents:
npm WARN notsup Not compatible with your operating system or architecture: fsevents@1.1.2
npm info ok
---> bad5c376013a
Removing intermediate container dc0060b5cc1d
Step 4/11 : ADD package.json /app/package.json
---> 8b1b09e5e073
Removing intermediate container 92a2233c2608
Step 5/11 : RUN npm config set registry http://registry.npmjs.org
---> Running in 5dffa4d8fa69
npm info it worked if it ends with ok
npm info using npm@3.8.6
npm info using node@v5.11.0
npm info config set "registry" "http://registry.npmjs.org"
npm info ok
---> 40860dc8d467
Removing intermediate container 5dffa4d8fa69
Step 6/11 : RUN npm install && npm ls
---> Running in 1f57b2914af3
[lots more nodejs output]
npm info ok
---> bdbe2d653e45
Removing intermediate container 1f57b2914af3
Step 7/11 : RUN mv /app/node_modules /node_modules
---> Running in 7957e5f08c8a
---> d309bf17c968
Removing intermediate container 7957e5f08c8a
Step 8/11 : ADD . /app
---> 507a74fd7ff6
Removing intermediate container e5c5227af370
Step 9/11 : ENV PORT 80
---> Running in 959913cc7838
---> f8eb2f5eec79
Removing intermediate container 959913cc7838
Step 10/11 : EXPOSE 80
---> Running in 2371b833bcdc
---> 3f7228a42540
Removing intermediate container 2371b833bcdc
Step 11/11 : CMD node server.js
---> Running in ce472d3bde87
---> 4117d314ff4a
Removing intermediate container ce472d3bde87
Successfully built 4117d314ff4a
Successfully tagged examplevotingapp_result:latest
WARNING: Image for service result was built because it did not already exist. To rebuild this image you must use `docker-compose build` or `docker-compose up --build`.


Now that our container images have been built and pulled, Docker Compose can launch our application:


Creating examplevotingapp_worker_1 ... done
Creating examplevotingapp_vote_1 ... done
Creating redis ... done
Creating db ... done
Creating examplevotingapp_result_1 ... done
Attaching to redis, db, examplevotingapp_worker_1, examplevotingapp_result_1, examplevotingapp_vote_1


The result part of the application can be accessed at http://localhost:5001. By default, there are no votes and it is split 50/50:



The vote part of the application can be found at http://localhost:5000:



Clicking on either CATS or DOGS will register a vote; you should be able to see this logged in the Docker Compose output in your Terminal:



There are a few errors as the Redis table structure is only created when the vote application registers the first vote; once a vote has been cast, the redis table structure will be created and the worker container will take that vote and process it by writing to the db container. Once the vote has been cast, the result container will update in real time:



We will be looking at the Docker Compose YAML files again in the next chapter, when we will look at launching a Docker Swarm stack. For now, let's get back to Docker Compose and look at some of the commands we can run.
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We are over halfway through the chapter and the only Docker Compose command we have run is docker-compose up. If you have been following along and you run docker container ls -a, you will see something similar to the following Terminal screen:



Choose one of the Docker Compose applications and change to the folder that contains the docker-compose.yml file, and we will work through some more Docker Compose commands.
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The first one is docker-compose up, but this time, we will be adding a flag. In your chosen application folder, run the following:


$ docker-compose up -d


This will start your application back up, this time in detached mode:



Once control of your Terminal is returned, you should be able to check that the containers are running using the following command:


$ docker-compose ps


As you can see from the following Terminal output, all of the containers have the State of Up:



When running these commands, Docker Compose will only be aware of the containers defined in the service section of your docker-compose.yml file; all other containers will be ignored as they don't belong to our service stack.
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Running the following command will validate our docker-compose.yml file:


$ docker-compose config


If there are no issues, it will print a rendered copy of your Docker Compose YAML file to screen; this is how Docker Compose will interpret your file. If you don't want to see this output and just want to check for errors, then you can run:


$ docker-compose config -q


This is shorthand for --quiet. If there are any errors, which the examples we have worked through so far shouldn't have, they will be displayed as follows:


ERROR: yaml.parser.ParserError: while parsing a block mapping
in "./docker-compose.yml", line 1, column 1
expected <block end>, but found '<block mapping start>'
in "./docker-compose.yml", line 27, column 3
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The next two commands will help you prepare to launch your Docker Compose application. The following command will read your Docker Compose YAML file and pull any of the images it finds:


$ docker-compose pull


The following command will execute any build instructions it finds in your file:


$ docker-compose build


These commands are useful when you are first defining your Docker Compose-powered application and want to test without launching your application. The docker-compose build command can also be used to trigger a build if there are updates to any of the Dockerfiles used to originally build your images.

The pull and build commands only generate/pull the images needed for our application; they do not configure the containers themselves. For this, we need to use the following command:


$ docker-compose create


This will create but not launch the containers. In the same way that the docker container create command does, they will have an Exited state until you start them. The create command has a few useful flags you can pass:


	--force-recreate: This recreates the container even if there is no need to as nothing within the configuration has changed

	--no-recreate: This doesn't recreate a container if it already exists; this flag cannot be used with the preceding flag

	--no-build: This doesn't build the images, even if an image that needs to be built is missing

	--build: This builds the images before creating the containers
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The following commands work exactly in the same way as their docker container counterparts, the only difference being they effect change on all of the containers:


$ docker-compose start
$ docker-compose stop
$ docker-compose restart
$ docker-compose pause
$ docker-compose unpause


It is possible to target a single service by passing its name; for example, to pause and unpause the db service we would run:


$ docker-compose pause db
$ docker-compose unpause db
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The next three commands all give us feedback on what is happening within our running containers and Docker Compose.

The following command, like its docker container counterpart, displays information on the processes running within each of our Docker Compose-launched containers:


$ docker-compose top


As you can see from the following Terminal output, each container is split into its own section:



If you would like to see just one of the services, you simply have to pass its name when running the command:


$ docker-compose top db


The next command streams the logs from each of the running containers to screen:


$ docker-compose logs


Like the docker container command, you can pass flags such as -f or --follow to keep the stream flowing until you press Ctrl + C. Also, you can stream the logs for a single service by appending its name to the end of your command.



The events command again works like the docker container version; it streams events, such as the ones triggered by the other commands we have been discussing, in real time. For example, run this command:


$ docker-compose events


Then, running docker-compose pause gives the following output:
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These two commands run similar to their docker container equivalents. Run the following:


$ docker-compose exec worker ping -c 3 db


This will launch a new process in the already running worker container and ping the db container 3 times, as seen here:



The run command is useful if you need to run a containerized command as a one-off within your application. For example, if you use a package manager such as composer to update the dependencies of your project that is stored on a volume, you could run something like this:


$ docker-compose run --volume data_volume:/app composer install 


This would run the composer container with the install command and mount the data_volume to /app within the container.
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The scale command will take the service you pass the command and scale it to the number you define; for example, to add more worker containers I just need to run:


$ docker-compose scale worker=3


However, this actually gives the following warning:


WARNING: The scale command is deprecated. Use the up command with the --scale flag instead.


What we should now be using is the following command:


$ docker-compose up -d --scale worker=3


While the scale command is in the current version of Docker Compose, it will be removed from future versions.

You will notice that I chose to scale the number of worker containers. There is a good reason for this as you will see for yourself if you try running the following command:


$ docker-compose up -d --scale vote=3


You will notice that while Docker Compose creates the additional two containers, they fail to start with the following error:



That is because we cannot have three individual containers all trying to map to the same port. There is a workaround for this and we will look at that in more detail in our next chapter.
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The three Docker Compose commands we are finally going to look at are the ones that remove/terminate our Docker Compose application. The first command stops our running containers by immediately stopping running container processes. This is the kill command:


$ docker-compose kill


Be careful when running this as it does not wait for containers to gracefully stop like when running docker-compose stop, meaning that using the docker-compose kill command may result in data loss.

Next up is the rm command; this removes any containers with the state of exited:


$ docker-compose rm


Finally, we have the down command. This, as you might have already guessed, has the opposite effect of running docker-compose up:


$ docker-compose down


That will remove the containers and the networks created when running docker-compose up. If you want to remove everything, you can do so by running the following:


$ docker-compose down --rmi all --volumes


This will remove all of the containers, networks, volumes and images (both pulled and built) when you ran the docker-compose up command; this includes images that may be in use outside of your Docker Compose application--there will, however, be an error if the images are in use, and they will not be removed.
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I hope you have enjoyed this chapter on Docker Compose, and I hope that like I did, you can see that it has evolved from being an incredibly useful third-party tool to an extremely important part of the core Docker experience.

Docker Compose introduces some key concepts in how you should approach running and managing your containers. We will be taking these concepts one step further as well as revisiting Docker Compose in Chapter 7, Docker Swarm.
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In this chapter, we will be taking a look at Docker Swarm. With Docker Swarm, you can create and manage Docker clusters. Swarm can be used to distribute containers across multiple hosts. Swarm also has the ability to scale containers.

We will look at:


	Installing Docker Swarm

	Docker Swarm roles

	Docker Swarm usage

	Docker Swarm services and stacks

	Docker Swarm load balancing and scheduling



Before we look at launching a Docker Swarm cluster, I should mention that there are currently two different versions of Docker Swarm available.

In the first edition of this book, this chapter covered what is now the standalone legacy version of Docker Swarm; this was supported up until Docker 1.12 and is no longer being actively developed. Should you want to find out more about the standalone version of Docker Swarm, you can find the project documentation at https://docs.docker.com/swarm/.

It isn't recommended that you use the standalone Docker Swarm as Docker ended support for version 1.11.x in the first quarter of 2017.

Docker 1.12 introduced Docker Swarm mode. This introduced all of the functionality that was available in standalone Docker Swarm into the core Docker engine along with additional features. As we are covering Docker version 1.13 and preceding in this book, we will be using Docker Swarm mode, which for the remainder of the chapter we will refer to as Docker Swarm.
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As you are already running a version of Docker with inbuilt support for Docker Swarm, there isn't anything you need to do to install Docker Swarm; you can verify that Docker Swarm is available on your installation by running the following command:


$ docker swarm --help


You should see something that looks like the following Terminal output when running the command:



If you get an error, ensure that you are running Docker version 1.13 or above; at the time of writing, the current version of Docker is 17.03.
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Which roles are involved with Docker Swarm? Let's take a look at the two roles a host can assume when running within a Docker Swarm cluster:


	Swarm manager

	Swarm worker
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The Swarm manager is the host that is the central management point for all Swarm hosts. The Swarm manager is where you issue all your commands to control those nodes. You can switch between the nodes, join nodes, remove nodes, and manipulate those hosts.

Each cluster can run several Swarm managers. For production, it is recommended that you run a minimum of five Swarm managers: this would mean that our cluster can take a maximum of two Swarm manager nodes failures before you start to have any errors. Swarm managers use the Raft Consensus Algorithm to maintain a consistent state across all of the manager nodes.

For a detailed explanation of the Raft consensus algorithms, I recommend working through the excellent presentation by The Secret Lives of Data, which can be found at http://thesecretlivesofdata.com/raft. It explains the processes taking place in the background on the manager nodes.
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The Swarm workers; which we have seen earlier referred to as Docker hosts, are those that run the Docker containers. Swarm workers are managed from the Swarm manager.



This is an illustration of all the Docker Swarm components. We see that the Docker Swarm manager talks to each Swarm host that is running the Swarm container.
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Let's now take a look at using Swarm and how we can perform the following tasks:


	Creating a cluster

	Joining workers

	Listing nodes

	Managing a cluster
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Let's start by creating a cluster, which starts with a Swarm manager. Since we are going to be creating a multi-node cluster on our local machine, we should use Docker Machine to launch a host by running this command:


$ docker-machine create \
    -d virtualbox \
    swarm-manager


An abridged version of the output you get is shown here:


(swarm-manager) Creating VirtualBox VM...
(swarm-manager) Creating SSH key...
(swarm-manager) Starting the VM...
Docker is up and running!
To see how to connect your Docker Client to the Docker Engine running on this virtual machine, run: docker-machine env swarm-manager


The swarm-manager node is now up running using VirtualBox. we can confirm this by running:


$ docker-machine ls


You should see something similar to the following output:



Now let's point Docker Machine at the new Swarm manager. From the preceding output when we created the Swarm manager, we can see it tells us how to point to the node:


$ docker-machine env swarm-manager


This will show you the commands needed to configure your local Docker client to talk to our newly launched Docker host: following you can see the configuration I had returned when I ran the command:


export DOCKER_TLS_VERIFY="1"
export DOCKER_HOST="tcp://192.168.99.100:2376"
export DOCKER_CERT_PATH="/Users/russ/.docker/machine/machines/swarm-manager"
export DOCKER_MACHINE_NAME="swarm-manager"
# Run this command to configure your shell:
# eval $(docker-machine env swarm-manager)


Upon running the previous command, we are told to run the following command to point to the Swarm manager:


$ eval $(docker-machine env swarm-manager)


Now if we look at which machines are on our host, we can see that we have the swarm-master host as well as it now set to ACTIVE, which means we can now run commands on it:


$ docker-machine ls


It should show you something like the following:



Now that we have the first host up-and-running, we should add the two worker nodes. To do this, simply run the following command to launch two more Docker hosts:


$ docker-machine create \
    -d virtualbox \
    swarm-worker01
$ docker-machine create \
    -d virtualbox \
    swarm-worker02


Once you have launched the two additional hosts, you can get the list of hosts using this command:


$ docker-machine ls


It should show you something like the following:



It is worth pointing out that, so far, we have not done anything to create our Swarm cluster; we have only launched the hosts it will be running on.

You may have noticed that one of the columns when running the docker-machine ls command is SWARM. This only contains information if you have launched your Docker hosts using the standalone Docker Swarm command, which is built into Docker Machine.

Let's bootstrap our Swarm manager. To do this, we will pass the results of a few Docker Machine commands to our host. The command to run to create our manager is:


$ docker $(docker-machine config swarm-manager) swarm init \
    --advertise-addr $(docker-machine ip swarm-manager):2377 \
    --listen-addr $(docker-machine ip swarm-manager):2377


You should receive a message similar to this one:


Swarm initialized: current node (qha7m9bf55wwd8p3e0jiyk7yf) is now a manager.
To add a worker to this swarm, run the following command:

docker swarm join \
--token SWMTKN-1-3fxwovyzh24120myqbzolpen303uzk562y26q4z1wgxto5avm3-4aiagep3e2a1nwyaf4yjp7ic5 \
192.168.99.100:2377

To add a manager to this swarm, run 'docker swarm join-token manager' and follow the instructions.


As you can see from the output, once your manager is initialized, you are given a unique token. This token will be needed for the worker nodes to authenticate themselves and join our cluster.
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To add our two workers to the cluster, run the following commands, making sure you replace the token with the one you received when initializing your own manager:


$ docker $(docker-machine config swarm-worker01) swarm join \
    $(docker-machine ip swarm-manager):2377 \
    --token SWMTKN-1-3fxwovyzh24120myqbzolpen303uzk562y26q4z1wgxto5avm3-4aiagep3e2a1nwyaf4yjp7ic5


For the second worker, you need to run this:


docker $(docker-machine config swarm-worker02) swarm join \
    $(docker-machine ip swarm-manager):2377 \
    --token SWMTKN-1-3fxwovyzh24120myqbzolpen303uzk562y26q4z1wgxto5avm3-4aiagep3e2a1nwyaf4yjp7ic5


Both times, you should get confirmation that your node has joined the cluster:


This node joined a swarm as a worker.
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You can check the Swarm by running the following command:


$ docker-machine ls


Check that your local Docker client is still configured to connect to the swarm-manager node, and if it isn't, rerun the following command:


$ eval $(docker-machine env swarm-manager)


Now that we are connecting to the swarm-manager node, you can run the following:


$ docker node ls


This will connect to the swarm-master and query all of the nodes that form our cluster. You should see that all three of our nodes are listed:





            

            
        
    
        

                            
                    Managing a cluster

                
            
            
                
Let's see how we can perform some management of all of these cluster nodes that we are creating.

So there are two ways you can go about managing these Swarm hosts and the containers on each host that you are creating, but first, you need to know some information about them.

As we have already seen, we can list the nodes within the cluster using our local Docker client, as it is already configured to connect to the Swarm manager host. We can simply type this:


$ docker info


It will give us lots of information about the host, as you can see from the following output:


Containers: 0
  Running: 0
  Paused: 0
  Stopped: 0
Images: 0
Server Version: 17.04.0-ce
Storage Driver: aufs
Root Dir: /mnt/sda1/var/lib/docker/aufs
Backing Filesystem: extfs
Dirs: 0
Dirperm1 Supported: true
Logging Driver: json-file
Cgroup Driver: cgroupfs
Plugins:
  Volume: local
  Network: bridge host macvlan null overlay
Swarm: active
  NodeID: qha7m9bf55wwd8p3e0jiyk7yf
  Is Manager: true
  ClusterID: n5akyh6xsnc15qnx5ccp54vrr
  Managers: 1
  Nodes: 3
  Orchestration:
    Task History Retention Limit: 5
  Raft:
   Snapshot Interval: 10000
   Number of Old Snapshots to Retain: 0
   Heartbeat Tick: 1
   Election Tick: 3
  Dispatcher:
    Heartbeat Period: 5 seconds
  CA Configuration:
    Expiry Duration: 3 months
  Node Address: 192.168.99.100
  Manager Addresses:
    192.168.99.100:2377
Runtimes: runc
Default Runtime: runc
Init Binary:
containerd version: 422e31ce907fd9c3833a38d7b8fdd023e5a76e73
runc version: 9c2d8d184e5da67c95d601382adf14862e4f2228
init version: 949e6fa
Security Options:
  seccomp
    Profile: default
Kernel Version: 4.4.59-boot2docker
Operating System: Boot2Docker 17.04.0-ce (TCL 7.2); HEAD : c69677f - Thu Apr 6 16:26:16 UTC 2017
OSType: linux
Architecture: x86_64
CPUs: 1
Total Memory: 995.8 MiB
Name: swarm-manager
ID: VKLO:MKJK:Y4UD:2IXV:WBA3:LTZE:J4MU:MGAD:VF7Z:QVVI:XNQG:SMAB
Docker Root Dir: /mnt/sda1/var/lib/docker
Debug Mode (client): false
Debug Mode (server): true
  File Descriptors: 32
  Goroutines: 149
  System Time: 2017-04-26T09:51:29.683890515Z
  EventsListeners: 0
Username: russmckendrick
Registry: https://index.docker.io/v1/
Labels:
  provider=virtualbox
Experimental: false
Insecure Registries:
  127.0.0.0/8
Live Restore Enabled: false


As you can see, there is information about the cluster in the Swarm section; however, we are only able to run the docker info command against the host our client is currently configured to communicate with; luckily, the docker node command is cluster aware, so we can use that to get information on each node within our cluster, like this, for example:


$ docker node inspect swarm-manager --pretty


Passing the --pretty flag with the docker node inspect command will render the output in the easy-to-read format you see as follows. If --pretty is left out, Docker will return the raw JSON object containing the results of the query the inspect command runs against the cluster.

This should provide the following information on our Swarm manager:


ID: qha7m9bf55wwd8p3e0jiyk7yf
Labels:
Hostname: swarm-manager
Joined at: 2017-04-25 16:56:47.092119605 +0000 utc
Status:
  State: Ready
  Availability: Active 
  Address: 192.168.99.100
Manager Status:
  Address: 192.168.99.100:2377
  Raft Status: Reachable
  Leader: Yes
Platform:
  Operating System: linux
  Architecture: x86_64
Resources:
  CPUs: 1
  Memory: 995.8 MiB
Plugins:
  Network: bridge, host, macvlan, null, overlay
  Volume: local
Engine Version: 17.04.0-ce
Engine Labels:
  - provider = virtualbox


Run the same command, but this time targeting one of the worker nodes:


$ docker node inspect swarm-worker01 --pretty


It gives us similar information:


ID: wgtfdnhcau7fcr7xsj08uo7do
Labels:
Hostname: swarm-worker01
Joined at: 2017-04-25 17:11:03.532507218 +0000 utc
Status:
  State: Ready
  Availability: Active
  Address: 192.168.99.101
Platform:
  Operating System: linux
  Architecture: x86_64
Resources:
  CPUs: 1
  Memory: 995.8 MiB
Plugins:
  Network: bridge, host, macvlan, null, overlay
  Volume: local
Engine Version: 17.04.0-ce
Engine Labels:
  - provider = virtualbox


But as you can see, it is missing the information about the state of the manager functionality. This is because the worker nodes do not need to know about the status of the manager nodes; they just need to know they are allowed to receive instructions from the managers.

So we can see the information about this host, such as the number of containers, the numbers of images on the host, and information about the CPU and memory as well as other interesting information about the host.
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Say you wanted to perform some maintenance on your single manager node, but you wanted to maintain the availability of your cluster. No problem; you can promote a worker node to a manager node.

While we have our local three-node cluster up and running, let's promote swarm-worker01 to be a new manager. To do this, run the following:


$ docker node promote swarm-worker01


You should receive a message confirming that your node has been promoted immediately after executing the command:


Node swarm-worker01 promoted to a manager in the swarm.


List the nodes by running this:


$ docker node ls


This should show you that you now have two nodes that now display something in the MANAGER STATUS column:



Our swarm-manager node is still the primary manager node though. Let's look at doing something about that.
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You may have already put two and two together, but to demote a manager node to a worker, you simply need to run this:


$ docker node demote swarm-manager


Again, you will receive immediate feedback saying the following:


Manager swarm-manager demoted in the swarm.


Now we have demoted our node, and you can check the status of the nodes within the cluster by running this command:


$ docker node ls


As your local Docker client is still pointing toward, the newly demoted node, you will receive a message saying the following:


Error response from daemon: This node is not a swarm manager. Worker nodes can't be used to view or modify cluster state. Please run this command on a manager node or promote the current node to a manager.


As we have already learned, it is easy to update our local client configuration to communicate with other nodes using Docker Machine. To point your local client to the new manager node, run the following:


$ eval $(docker-machine env swarm-worker01)


Now that out client is talking to a manager node again, rerun this:


$ docker node ls


It should list the nodes, as expected:
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To temporarily remove a node from our cluster so that we can perform maintenance, we need to set the status of the node to Drain. Let's look at draining our former manager node. To do this, we need to run the following command:


$ docker node update --availability drain swarm-manager


This will stop any new tasks, such as new containers launching or being executed against the node we are draining. Once new tasks have been blocked, all running tasks will be migrated from the node we are draining to nodes with an ACTIVE status.

As you can see from the following Terminal output, listing the nodes now shows that swarm-manager is listed as Drain in the AVAILABILITY column:



Now that our node is no longer accepting new tasks and all running tasks have been migrated to our two remaining nodes, we can safely perform our maintenance, such as rebooting the host. To reboot swarm-manager, run the following two commands, ensuring that you are connected to the Docker host (you should see the boot2docker banner, like the screenshot after the commands):


$ docker-machine ssh swarm-manager
$ sudo reboot




Once the host has been rebooted, run this:


$ docker node ls


It should show that the node has an AVAILABILITY of pause. To add the node back into the cluster, simply change the AVAILABILITY to active by running this:


$ docker node update --availability active swarm-manager


As you can see from the following Terminal output, our node is now active, meaning new tasks can be executed against it:



Now that we have looked at how to create and manage a Docker Swarm cluster, we should look at how to run a task such as creating and scaling a service.
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So far, we have looked at the following commands:


$ docker swarm <command>
$ docker node <command>


These two commands allow us to bootstrap and manage our Docker Swarm cluster from a collection of existing Docker hosts. The next two commands we are going to look at are as follows:


$ docker service <command>
$ docker stack <command>


The Service and Stack commands allow us to execute tasks that in turn launch, scale, and manage containers within our Swarm cluster.
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The service command is a way of launching containers that take advantage of the Swarm cluster. Let's look at launching a really basic single-container service on our Swarm cluster. To do this, run the following command:


$ docker service create --name cluster --constraint "node.role == worker" -p:80:80/tcp russmckendrick/cluster


This will create a service called cluster that consists of a single container with port 80 mapped from the container to the host machine, and it will only be running on nodes that have the role of worker.

Before we look at doing more with the service, we can check whether it worked on our browser. To do this, we will need the IP address of our two worker nodes. First of all, we need to double-check which are the worker nodes by running this command:


$ docker node ls


Once we know which node has which role, you can find the IP addresses of your nodes by running this:


$ docker-machine ls


Look at the following Terminal output:



My worker nodes are swarm-manager and swarm-worker02, whose IP addresses are 192.168.99.100 and 192.168.99.102 respectively.

Going to either of the IP addresses of your worker nodes, such as http://192.168.99.100/ or http://192.168.99.102/, in a browser will show the output of the russmckendrick/cluster application, which is the Docker Swarm graphic and the hostname of the container the page is being served from:



Now that we have our service running on our cluster, we can start to find out more information about it. First of all, we can list the services again by running this command:


$ docker service ls


In our case, this should return the single service we launched, called cluster:



As you can see, it is a replicated service and 1/1 containers active. Next, you can drill-down to find out more information about the service by running the inspect command:


$ docker service inspect cluster --pretty


This will return detailed information about the service:



You may have noticed that so far, we haven't had to care about which of our two Worker nodes the service is currently running on. This is quite an important feature of Docker Swarm, as it completely removes the need for you to worry about the placement of individual containers.

Before we look at scaling our service, we can take a quick look at which host our single container is running on by running these commands:


$ docker node ps 
$ docker node ps swarm-manager
$ docker node ps swarm-worker02


This will list the containers running on each of our hosts. By default, it will list the host the command is being targeted against, which in my case is swarm-worker01:



Let's look at scaling our service to six instances of our application container. Run the following commands to scale and check our service:


$ docker service scale cluster=6
$ docker service ls
$ docker node ps swarm-manager
$ docker node ps swarm-worker02


We are only checking two of the nodes since we originally told our service to launch on worker nodes. As you can see from the following Terminal output, we now have three containers running on each of our worker nodes:



Before we move on to look at stacks, let's remove our service. To do this, run the following:


$ docker service rm cluster


This will remove all of the containers, while leaving the downloaded image on the hosts.
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It is more than possible to create quite complex, highly available multi-container applications using Swarm and services. In a non-Swarm cluster, manually launching each set of containers for a part of the application can get to be a little laborious and also difficult to share. To this end, Docker has created functionality that allows you to define your services in Docker Compose files.

The following Docker Compose file will create the same service we launched in the previous section:


version: "3"
services:
  cluster:
   image: russmckendrick/cluster
   ports:
     - "80:80"
   deploy:
     replicas: 6
     restart_policy:
       condition: on-failure
     placement:
       constraints:
         - node.role == worker


As you can see, the stack can be made up of multiple services, each defined under services section of the Docker Compose file.

In addition to the normal Docker Compose commands, you can add a deploy section; this is where you define everything relating to the Swarm element of your stack. In the previous example, we said we would like six replicas, which should be distributed across our two worker nodes. Also, we updated the default restart policy, which you saw when we inspected the service from the previous section and it showed up as paused, so that, if a container becomes unresponsive, it is always restarted.

To launch our stack, copy the previous contents into a file called docker-compose.yml, and then run the following command:


$ docker stack deploy --compose-file=docker-compose.yml cluster


Docker will, like when launching containers with Docker Compose, create a new network and then launch your services on it.

You can check the status of your stack by running this:


$ docker stack ls


This will show that a single service has been created. You can get details of the service created by the stack by running this command:


$ docker stack services cluster


Finally, running the following command will show where the containers within the stack are running:


$ docker stack ps cluster


Take a look at the Terminal output:



Again, you will be able to access the stack using the IP addresses of your nodes, and you will be routed to one of the running containers.

To remove a stack, simply run this command:


$ docker stack rm cluster


This will remove all services and networks created by the stack when it is launched.
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Before moving on, as we no longer require it for the next section, you can delete your Swarm cluster by running the following command:


$ docker-machine rm swarm-manager swarm-worker01 swarm-worker02


Should you need to relaunch the Swarm cluster for any reason, simply follow the instructions from the start of the chapter to recreate a cluster.
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In the last few sections, we looked at launching services and stacks. To access the applications we launched, we were able to use any of the host IP addresses in our cluster; how was this possible?
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Docker Swarm has an ingress load balancer built in, making it easy to distribute traffic to our public facing containers. This means that you can expose applications within your Swarm cluster to services, for example an external load balancer such as Amazon Elastic Load Balancer, knowing that your request will be routed to the correct container(s) no matter which host happens to be currently hosting it, as demonstrated by the following diagram:



This means that our application can be scaled up or down, fail, or be updated, all without the need to have the external load balancer reconfigured.
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In our example, we launched a simple service running a single application. Say we wanted to add a database layer in our application, which is typically a fixed point within the network; how could we do this?

Docker Swarm's network overlay layer extends the network you launch your containers in across multiple hosts, meaning that each service or stack can be launched into its own isolated network. This means that our database container, running MongoDB, will be accessible to all other containers running on the same overlay network on port 27017, no matter which of the hosts the containers are running on.

You may be thinking to yourself Hang on a minute; does this mean I have to hard-code an IP address into my application's configuration? Well that wouldn't fit well with the problems Docker Swarm is trying to resolve, so no, you don't.

Each overlay network has its own inbuilt DNS service, which means that every container launched within the network is able to resolve the hostname of another container within the same network to its currently assigned IP address. This means that when we configure our application to connect to our database instance, we simply need to tell it to connect to, say, mongodb:27017, and it will connect to our MongoDB container.

This will make our diagram look like the following:



There are some other considerations you will need to take into account when adopting this pattern, but we will cover those in Chapter 12, Docker Workflows.
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At the time of writing, there is only a single scheduling strategy available within Docker Swarm, called Spread. What this strategy does is to schedule tasks to be run against the least loaded node that meets any of the constraints you defined when launching the service or stack. For the most part, you should not need to add too many constraints to your services

One feature that is not currently supported by Docker Swarm is affinity and anti-affinity; while it is easy to get around this using constraints, I urge you not to overcomplicate things as it is very easy to end up overloading hosts or creating single points of failure if you put too many constraints in place when defining your services.
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In this chapter, we explored Docker Swarm. We took a look at how to install Docker Swarm and the Docker Swarm components, which make up Docker Swarm. We took a look at how to use Docker Swarm: joining, listing, and managing Swarm manager and worker nodes. We reviewed the service and stack commands and how to use them and spoke about the Swarm inbuilt ingress load balancer, overlay networks, and scheduler.

In the next three chapters, we are going to be taking a look at some GUI applications that you can utilize to manage your Docker hosts, containers, and images. They are some very powerful tools and choosing one can be difficult so let's cover all three starting with Portainer.
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In this chapter, we will take a look at Portainer. Portainer is a tool that allows you to manage Docker resources from a web interface. The topics that will be covered are as follows:


	The road to Portainer

	Getting Portainer up and running

	Using Portainer

	Portainer and Docker Swarm
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Before we roll up our sleeves and dive into installing and using Portainer, we should discuss the background of the project. The first edition of this book covered Docker UI. Docker UI was written by Michael Crosby, who handed the project over to Kevan Ahlquist after about a year of development. It was at this stage, due to trademark concerns, that the project was renamed UI for Docker.

Development of UI for Docker continued up until the point Docker started to accelerate the introduction of features such as Swarm mode into the core Docker Engine. It was around this time that the UI for Docker project was forked into the project that would become Portainer, which had its first major release in June 2016.

Since their first public release, the team behind Portainer estimate around 70 percent of the code has already been rewritten, and by mid-2017, new features were added, such as role-based controls and Docker Compose support. They believe that the remaining UI for Docker code will have been rewritten by the end of 2017.

In December 2016, a notice was committed to the UI for Docker GitHub repository stating that the project is now deprecated and that Portainer should be used.

The following is what you will see when navigating your browser to the Portainer website, http://www.portainer.io/:



We won't be following the instructions in the GET IT NOW link. Instead, we will make a few tweaks.
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We are first going be looking at using Portainer to manage a single Docker instance running locally. I am running Docker for Mac so I will be using that, but these instructions should also work with other Docker installations.

First of all, let's grab the container image from the Docker Hub by running the following commands:


$ docker image pull portainer/portainer
$ docker image ls


As you can see when we ran the docker image ls command, the Portainer image is only 9.96 MB. To launch Portainer, we simply have to run the following command:


$ docker container run -d -p 9000:9000 -v /var/run/docker.sock:/var/run/docker.sock portainer/portainer


As you can see from the command we have just run, we are mounting the socket file for the Docker Engine on our Docker Host machine. Doing this will allow Portainer full unrestricted access to the Docker Engine on our host machine. It needs this so it can manage Docker on the host; however, it does mean that your Portainer container has full access to your host machine, so be careful in how you give access to it and also when publicly exposing Portainer on remote hosts.

For the most basic type of installation, that is all we need to run. There are a few more steps to complete the installation; they are all performed in the browser. To complete them, go to http://localhost:9000/.

The first screen you will be greeted by asks you to set a password for the admin user:



Once you have set the password, you will be taken to a login page: enter the username admin and the password you just configured. Once logged in, you will be asked about the Docker instance you wish to manage. There are two options:


	Manage the Docker instance where Portainer is running

	Manage a remote Docker instance



For the moment, we want to manage the instance where Portainer is running:



As you can see, there is a message that says the following:

This feature is not yet available for native Docker Windows containers. On Linux and when using Docker for Mac or Docker for Windows or Docker Toolbox, ensure that you have started Portainer container with the following Docker flag -v "/var/run/docker.sock:/var/run/docker.sock"

As we have already taken mounting the Docker socket file into account when launching our Portainer container, we can click on Connect to complete our installation. This will take us straight into Portainer itself, showing us the dashboard.
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Now that we have Portainer running and configured to communicate with our Docker installation, we can start to work through the features listed in the left-hand side menu, starting at the top with the Dashboard, which is also the default landing page of your Portainer installation.
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As you can see from the following screenshot, the Dashboard gives us an overview of the current state of the Docker instance that Portainer is configured to communicate with:



In my case, this shows how many containers I have running, which at the moment is just the already running Portainer container, as well as the number of images I have downloaded. We can also see the number of Volumes and Networks available on the Docker instance.

It also shows basic information on the Docker instance itself; as you can see, the Docker instance is running Moby Linux, has two CPUs and 2 GB of RAM: this is the default configuration for Docker for Mac.

The Dashboard will adapt to the environment you have Portainer running in, so we will revisit it when we look at attaching Portainer to a Docker Swarm cluster.
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Next up, we have App Templates. This section is probably the only feature not to be a direct feature available in the core Docker Engine; it is instead a way of launching common applications using containers downloaded from the Docker Hub:



There are about 25 templates that ship with Portainer by default as well as templates from https://www.linuxserver.io/.

The templates are defined in JSON format. For example, the MariaDB template looks like the following:


    {
      "title": "MariaDB",
      "description": "Performance beyond MySQL",
      "logo": 
   "https://cloudinovasi.id/assets/img/logos/mariadb.png",
      "image": "mariadb:latest",
      "env": [
      {
       "name": "MYSQL_ROOT_PASSWORD",
       "label": "Root password"
      }
      ],
       "ports": [
       "3306/tcp"
      ],
      "volumes": ["/var/lib/mysql"]
    }


As you can see, it looks similar to a Docker Compose file; however, this format is only used by Portainer. For the most part, the options are pretty self-explanatory, but we should touch upon the Name and Label options.

For containers that typically require options defined by passing custom values via environment variables, the Name and Label options allow you present the user with custom form fields that need to be completed before the container is launched, as demonstrated by the following screenshot:



As you can see, we have a field where we can enter the root password we would like to use for our MariaDB container. Filling this in will take that value and pass it as an environment variable, building the following command to launch the container:


$ docker container run --name [Name of Container] -p 3306 -e MYSQL_ROOT_PASSWORD=[Root password] -d mariadb:latest


For more information on app templates, I recommend reviewing the documentation, which can be found at http://portainer.readthedocs.io/en/latest/templates.html.
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Next up in the left-hand menu is Containers. This is where you launch and interact with the containers running on your Docker instance. Clicking on the Containers menu entry will bring up a list of all of the containers, both running and stopped, on your Docker instance.



As you can see, I currently have only a single container running, and that just happens to be the Portainer one. Rather than interacting with that, let's press the + Add Container button to launch a container running the cluster application we used in previous chapters.

There are several options on the Create Container page; these should be filled in as follows:


	Name: cluster

	Image: russmckendrick/cluster

	Always pull the image: On

	Publish all exposed ports: On



Finally, add a port mapping from port 80 on the host to port 80 on the container by clicking on + map additional port. Your completed form should look something like the following screenshot:



Once that's done, click on Start container, and after a few seconds, you will be returned the list of running containers, where you should see your newly launched container:



Using the tick box on the left of each container in the list will enable the buttons at the top, where you can control the status of your containers--make sure not to Kill or Remove the Portainer container. Clicking on the name of the container, in our case cluster, will bring up more information on the container itself:



As you can see, the information about the container is the same information you would get if you were to run this command:


$ docker container inspect cluster


You will also notice that there are buttons for Stats, Logs, and Console.
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Stats shows the CPU, memory, and network utilization, as well as a list of the processes for the container you are inspecting:



The graphs will automatically refresh if you leave the page open, and refreshing the page will zero the graphs and start afresh. This is because Portainer is receiving this information from the Docker API using the following command:


$ docker container stats cluster


Each time the page is refreshed, the command is started from scratch as Portainer currently does not poll Docker in the background to keep a record of statistics for each of the running containers.
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Next up, we have logs. This shows you the results of running the following command:


$ docker container logs cluster


It displays both the STDOUT and STDERR logs:



You also have the option of adding timestamps to the output; this is the equivalent of running the following:


$ docker container logs --timestamps cluster
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Finally, we have Console. This will open an HTML5 terminal and allow you to log in to your running container. Before you connect to your container, you need to choose a shell. You have the option of two shells to use: /bin/bash or /bin/sh. While the cluster image has both shells installed, I choose to use sh:



This is the equivalent of running the following command to gain access to your container:


docker container exec -it cluster /bin/sh


As you can see from the screenshot, the sh process has a PID of 13. This process was created by the docker container exec command, and that single process will be terminated once you disconnect from your shell session.
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Next up in the left-hand menu is Images. From here, you can manage, download, and upload images:



At the top of the page, you have the option of pulling an image. For example, simply entering amazonlinux into the box and then clicking on Pull will download a copy of the Amazon Linux container image from Docker Hub. The command executed by Portainer would be this:


$ docker image pull amazonlinux


You can find more information about each image by clicking on the image ID; this will take you to a page that nicely renders the output of running this command:


$ docker image inspect russmckendrick/cluster


Look at the following screenshot:



Not only do you get all of the information about the image, but you also get options to push a copy of the image to your chosen registry or, by default, the Docker Hub.
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The next two items in the menu allow you to manage networks and volumes; I am not going to go into too much detail here as there is not much to them.
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Here, you can quickly add a network using the default bridge driver. Clicking on Advanced settings will take you to a page with more options. These include using other drivers, defining the subnets, adding labels, and restricting external access to the network. As with other sections, you can also remove networks and inspect existing networks.
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There are not many options here other than adding or removing a volume. When adding a volume, you get a choice of drivers as well as being able to fill in options to pass to the driver, which allows the use of third-party driver plugins. Other than that, there is not much to see here, not even an inspect option.
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The events page shows you all of the events from the last 24 hours; you also have an option of filtering the results, meaning you can quickly find the information you are after:



This is the equivalent of running the following command:


$ docker events --since '2017-05-06T16:30:00' --until '2017-05-07T16:30:00'
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The final entry simply shows you the output of the following:


$ docker info


The following shows the output of the command:



This can be useful if you are targeting multiple Docker instance endpoints and need information on the environment the endpoint is running on.
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In the previous section, we looked at how to use Portainer on a standalone Docker instance. Portainer also supports Docker Swarm clusters, and the options in the interface adapt to the clustered environment. We should look at spinning up a Swarm and then launching Portainer as a service and see what changes.
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As per the Docker Swarm chapter, we are going to be creating the Swarm locally using Docker Machine; to do this, run the following commands:


$ docker-machine create \
  -d virtualbox \
  swarm-manager

$ docker-machine create \
  -d virtualbox \
  swarm-worker01

$ docker-machine create \
  -d virtualbox \
  swarm-worker02


Once the three instances have launched, run the following command to initialize the Swarm:


$ docker $(docker-machine config swarm-manager) swarm init \
  --advertise-addr $(docker-machine ip swarm-manager):2377 \
  --listen-addr $(docker-machine ip swarm-manager):2377


Then run the following commands, inserting your own token, to add the worker nodes:


$ docker $(docker-machine config swarm-worker01) swarm join \
  $(docker-machine ip swarm-manager):2377 \
  --token SWMTKN-1-5wz1e5n1c2oqlaojbbr1mlwvc3wjrh8iefvs889d1uzc5r8ag1-9rwp0n4q37jsw5fwh30xn4h1d

$ docker $(docker-machine config swarm-worker02) swarm join \
  $(docker-machine ip swarm-manager):2377 \
  --token SWMTKN-1-5wz1e5n1c2oqlaojbbr1mlwvc3wjrh8iefvs889d1uzc5r8ag1-9rwp0n4q37jsw5fwh30xn4h1d


Now that we have our cluster formed, run the following to point your local Docker client to the manager node:


$ eval $(docker-machine env swarm-manager)


Finally, check the status of the Swarm using the following command:


$ docker node ls
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Now what we have a Docker Swarm cluster and our local client is configured to communicate with the manager node, we can launch the Portainer service by simply running:


docker service create \
  --name portainer \
  --publish 9000:9000 \
  --constraint 'node.role == manager' \
  --mount type=bind,src=/var/run/docker.sock,dst=/var/run/docker.sock \
  portainer/portainer \
  -H unix:///var/run/docker.sock


As you can see, this will launch Portainer as a service on the manager node and make the service mount the manager nodes socket file so that it has visibility of the rest of the Swarm. You can check that the service has launched without any errors using the following commands:


$ docker service ls
$ docker service inspect portainer --pretty


The following shows the output:



Now that the service has launched, you can access Portainer on port 9000 on any of the IP addresses of the nodes in your cluster, or run the following command:


$ open http://$(docker-machine ip swarm-manager):9000


When the page opens, you will be once again be asked to set a password for the admin user; once set, you will be greeted with a login prompt. Once you have been logged in, you will be taken straight to the Dashboard. The reason for this is that when we launched Portainer this time, we passed it the argument -H unix:///var/run/docker.sock, which told Portainer to select the option we manually chose when we launched Portainer on our single host.
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As already mentioned, there are a few changes to the Portainer interface when it is connected to a Docker Swarm cluster. In this section, we will cover them. If a part of the interface is not mentioned, then there is no difference between running Portainer in single host mode.
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One of the first changes you will notice is that the Dashboard now displays information on the Swarm cluster:



As you can see, there is now a small section that gives you a little information about the size of the cluster as well as the role of the node Swarm is currently configured to communicate with.
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For more information on the cluster, click on Swarm in the left-hand menu. This will give you more information on the cluster as well as letting you know the status of each of the nodes:



Clicking on the node name will take you to a page that gives you more options about the configuration of the selected node. You also have options around the availability of the node within the cluster as you can pause and drain the node, as shown in this screenshot:
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This page is where you can create and manage services; it should show only one running service right now, which is Portainer. So that we don't cause any problems with the running Portainer container, we are going to create a new service. To do this, click on the + Add Service button. On the page that loads, enter the following:


	Name: cluster

	Image: russmckendrick/cluster

	Scheduling mode: Replicated

	Replicas: 1



As before, add a port mapping for port 80 on the host to map to port 80 to the container:



Once you have entered the information, click on Create service. You will be taken back to the list of services, which should now contain the cluster service we just added:



You may have noticed that in the scheduling mode column, there is an option to scale. Click on it and increase the number of replicas to 6 for our cluster service.

Clicking on cluster in the Name column takes us to an overview of the service. As you can see, there is a lot of information on the service:



You can make a lot of changes to the Service on the fly, including placement constraints, the restart policy, adding service labels, and more. Right at the bottom of the page is a list of the tasks associated with the service:



As you can see, we have six running tasks, two on each of our three nodes. Clicking on Containers in the left-hand menu may show something different than you expect:



There are only three containers listed, and one of them is for the Portainer service. Why is that?

Well, if you remember in the Docker Swarm chapter, we learned that docker container commands only really apply to the node you are running them against, and as Portainer is only talking to our manager node, that is the only node which the Docker container commands are executed against. Remember that Portainer is only a web interface for the Docker API, so it mirrors the same results as you get running docker container ls on the command line.
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However, we can add our two remaining cluster nodes to Portainer. To do this, click on the Endpoint entry in the left-hand menu.

To add the endpoint, we will need to know the endpoint URL and have access to the certificates so that Portainer can authenticate itself against the Docker daemon running on the node. Luckily, as we launched the hosts using Docker Machine, this is a simple task. To get the endpoint URLs, run the following command:


$ docker-machine ls


For me, the two endpoint URLs were 192.168.99.101:2376 and 192.168.99.102:2376; yours may be different. The certificates we need to upload can be found in the ~/.docker/machine/certs/ folder on your machine. I recommend running the following commands to open the folder in your finder:


$ cd ~/.docker/machine/certs/
$ open .


Once you have added the node, you will be able to change to it using the Active Endpoint drop-down menu in the top left of the Portainer page. As you can see from the following screenshot, we can see that swarm-worker-01 is running two containers and that it is in a swarm cluster as a worker node:



You will also notice that other than the small Swarm info section on the Dashboard, there's no mention of Swarm services. Again, this is because Portainer only knows as much as your Docker nodes, and Swarm mode only allows nodes with the role of manager to launch services and tasks and interact with the other nodes in your cluster.
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That concludes our deep dive with Portainer. As we can see, Portainer is very powerful, yet simple to use, and will only continue to grow and integrate more of the Docker ecosystem as features are released. With Portainer, you can do a lot of manipulation with not only your hosts but also the containers and services running on single or cluster hosts.

In the next chapter, we will take a look at another GUI tool for managing your Docker hosts, containers, and images, and that is called Rancher.
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Rancher is another open source project that helps with the deployment of Docker environments by using a GUI to allow you to control just about everything that you can with the CLI, as well as many other additional features.

In this chapter, we will cover the following topics:


	Installing and configuring authentication

	Creating a herd

	Launching stacks

	Removing the herd

	Other cluster types
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As you can see from the homepage at http://rancher.com/, on the face of it, Rancher looks a lot like Portainer:



While it is true that both can be used to deploy and manage your containers, they inhabit two different spaces. The differences start with the installation process. Rancher does not currently support Docker for Mac or Docker for Windows. If you are using these platforms, you must use a local virtual machine running Ubuntu 16.04 or higher with a minimum of 1 GB of RAM. However, to take proper advantage of Rancher, I recommend that you use a server instance that is publicly accessible.
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For our installation, I am going to be launching a single DigitalOcean droplet using Docker Machine and use that as the base for our Rancher services.

To launch the droplet in DigitalOcean, I simply have to run the following command:


$ docker-machine create \
  --driver digitalocean \
  --digitalocean-access-token 7b6216feba5d02669525bf8e7a86c773c9d17a438987c08040ce32f14b66d4cf \
  --digitalocean-size 1gb \
  rancher


Ensure you use your own access token; you can generate one at https://cloud.digitalocean.com/settings/api.

Once the droplet has launched, we can point our local Docker client toward it by running this command:


$ eval $(docker-machine env rancher)


Once we have our client communicating with our droplet, we can launch Rancher by running the following command:


$ docker container run -d \
  --name=rancher \
  --restart=unless-stopped \
  -p 8080:8080 \
  rancher/server:stable


Rancher takes a few minutes to bootstrap itself; you can track its progress by running this command:


docker container logs rancher -f


If at any point during this process you see a message like the following and the container stops, then your instance does not have enough RAM:


# There is insufficient memory for the Java Runtime Environment to continue.
# Native memory allocation (mmap) failed to map 31092736 bytes for committing reserved memory.


Check that your droplet was launched with the --digitalocean-size 1gb flag. You will know that your installation has completed when the logs stop scrolling; the last messages in there should include several creation events, similar to the following Terminal output:



At this point, press Ctrl + C to stop the logs from streaming to your Terminal. If you are running macOS you can open Rancher by running the following command:


$ open http://$(docker-machine ip rancher):8080


Or you can run the following command to get the IP address of your Rancher host:


$ docker-machine ip rancher


Once you have the IP address enter the IP with :8080 in your browser, for example, http://123.123.123.123:8080. You should be greeted by a screen that looks like this:



Click on Got It to move on to the next step.
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The very first task we need to do is secure our installation as it is publicly accessible. To do this, go to the Admin menu and select Access from the drop-down menu. By default, Rancher will ask if you want to use GitHub as an authentication service:



As you can see, there are instructions on how to configure this. Following the standard GitHub link will take you to https://github.com/settings/developers/. Once there, follow the onscreen instructions from Rancher until you have something that looks like the following:



The homepage URL and authorization callback URL should be the should be completed as per the instructions which were given to you by Rancher, these allow GitHub to return you to Rancher once you have logged in through GitHub. For more information on GitHub Applications and OAuth please see https://developer.github.com/v3/guides/getting-started/.

Once you have registered your application, enter the credentials in the boxes provided by Rancher and click on Save. After saving, you can the test the login; this will open the following window:



Once you click on Authorize application, your Rancher page will refresh and you will receive confirmation that GitHub is enabled:



Now that we have our basic installation complete and secure, let's have a look at creating an environment and then adding some hosts. As you can see from the notice on each page of our Rancher installation, we need to do this before we can start launching services.
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The default environment created by Rancher uses it own orchestration technology called Cattle. Cattle is described by Rancher as follows:

"Cattle is the orchestration engine that powers Rancher. Its primary role is meta data management and orchestration of external systems. Cattle, in fact, does no real work, but instead delegates to other components (agents) to do the actual work. You can look at cattle as the middle management layer in Rancher. Do middle managers really do anything?"

Before we can start to launch services using Cattle, we need to add hosts for them to be created on. To add a host to our herd, go to the Infrastructure menu and then select Hosts from the drop-down menu. This will take you to a mostly blank page that confirms you have no running hosts or containers.

Clicking on the Add Host button will bring up several options. As we are using DigitalOcean, click on that option and enter your API key where prompted:



Clicking on Next: Configure Droplet will take you to a page where you choose a few options about the droplets that will go on to form our herd:



As you can see from the previous screen, I am launching three 512 MB Ubuntu 16.04 droplets in the New York 3 region. Clicking on the Create button at the bottom of the page will create the droplets and register them with our Rancher installation.

After a few minutes, our three hosts should be visible, and the Hosts screen should have quite a bit of detail about each of the hosts:



Now that we have hosts within our herd, we can look at launching a stack.
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There are two different types of stack you can launch within Rancher: user defined and infrastructure. Stacks are collections of services which are in turn made up containers typically these services are configured to interact with each other in much the same way that services are defined in Docker Compose files.

Infrastructure stacks extend the capabilities of Rancher by adding external features such as load balancers, persistent storage, and DNS services to name a few.
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We are going to look at launching a user-defined stack, this is a stack which you configure from the ground up. As in previous chapters, this will be the cluster application, which can be found at https://hub.docker.com/r/russmckendrick/cluster/.

Going to the STACKS menu item and then selecting All will show you that there are already some stacks running; these make up the Rancher and Cattle services we are using:



Clicking on the Add Stack button will take you to a simple form that defines your stack; here we simply need to name our stack and give it a description. There are also options for importing both Docker and Rancher compose files; we are going to ignore these options for now and just enter the name and description:


	Name: MyClusterApplication (note that names cannot contain spaces or other special characters)

	Description: Testing Rancher with the cluster application



As shown in the following screenshot:



Once they've been entered, click on the Create button and you will be taken to our very sparse-looking new stack:



The next step in launching our stack is to add the cluster container. To do this, click on the Add Service button, and on the page that loads, enter the following information:


	Scale: Run 1 container

	Name: cluster-service

	Description: The containers running russmckendrick/cluster

	Select Image: russmckendrick/cluster

	Always pull images before creating: Leave ticked



As shown in the following screenshot:



Leave the remaining options as they are and then click on the Create button at the bottom of the page; this will launch our lone container:



While we have a service up and running, we still won't be able to access it externally; to do this, we will need to add a load balancer. Click on the downward arrow on the Add Service button and select Add Load Balancer from the drop-down list:


	Name: cluster-loadbalancer

	Description: The Load Balancer to expose the cluster service

	Port Rules: Add port 80 and then select the cluster-service



Leave all of the other options at their defaults and click on Create:



Our stack should now show two active services, cluster-loadbalanacer and cluster-service, running a total of two containers:



Clicking on 80/tcp on the cluster-loadbalancer service will open up a new tab in your browser and take you to our cluster application:



Back in Rancher, click on the Info (information) icon; next, the cluster-service name will slide in an information or edit box from the bottom of your browser. Here we can scale the service; for example, I have scaled my service so that there are six containers:



Refreshing the application page will show that the container UUID changes with each refresh, cycling through each of our six containers. Back in Rancher, you will notice that there are three buttons between the Add Service button and the status of the stack (it should currently say Active). These change the view of the current page, and the first one is the list view we are currently seeing.

The second changes the view to a graph one; this shows you the topology of your stack and how the services are connected to each other; as we are only running two services in our cluster stack, this is simply two boxes with a line between them. The final view is the compose YAML view; clicking this will change the view of our stack, showing the Docker and Rancher compose files, which we can use to recreate the stack with its current configuration:



The docker-compose.yml file is a standard V2 compose file that defines our two services:


version: '2'
services:
  cluster-service:
    image: russmckendrick/cluster
    stdin_open: true
    tty: true
    labels:
      io.rancher.container.pull_image: always
  cluster-loadbalancer:
    image: rancher/lb-service-haproxy:v0.6.4
    ports:
      - 80:80/tcp
    labels:
      io.rancher.container.agent.role: environmentAdmin
      io.rancher.container.create_agent: 'true'


As you can see, it uses labels to define any Rancher-specific options. The rancher-compose.yml file contains all of the metadata to define the current state of the stack:


version: '2'
services:
  cluster-service:
    scale: 6
    start_on_create: true
  cluster-loadbalancer:
    scale: 1
    start_on_create: true
    lb_config:
      certs: []
      port_rules:
        - path: ''
          priority: 1
          protocol: http
          service: cluster-service
          source_port: 80
          target_port: 80
      health_check:
         response_timeout: 2000
         healthy_threshold: 2
         port: 42
         unhealthy_threshold: 3
         initializing_timeout: 60000
         interval: 2000
         reinitializing_timeout: 60000


You can download the files for your stack by clicking on the button with the three dots right at the end and selecting the Export Config option from the drop-down menu.
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Clicking on INFRASTRUCTURE in the top menu and selecting Containers from the drop-down menu will list all of the containers running within our herd, and entering cluster in the search box will filter the list down to just the ones running within our stack:



Clicking on the container name, for example, the load balancer MyClusterApplication-cluster-loadbalancer-1, will show you detailed information on the container, including all of the CPU, Memory, Network, and Storage graphs you would expect to see:



There are additional options, such as Restarting, Stopping, Deleting and even the Execute Shell option in the button with the three dots.
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You can also boot predefined stacks, and Rancher ships with a few dozen covering all types of application. These can all be accessed through the Catalog menu. The following screen shows a handful of the stacks available:



These enable us to quickly launch and configure stacks running your selected application. One thing I would mention is if you were to have a go at launching some of the items from the catalog, you may run into problems due to the low specification of the hosts within our herd. Remember that it is just a test environment, so Java-based applications such as Jenkins will not run.
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Before we progress any further, we should remove the hosts from within our herd. I would recommend launching the DigitalOcean control panel and terminating the droplets from there directly rather than using Rancher. In the past, I have had problems with timeouts and droplets that have not been fully terminated, which resulted in unexpected costs.

Terminate the three hosts, Rancher1, Rancher2, and Rancher3, and make sure they are no longer listed within your DigitalOcean control panel before moving on.
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As you may have already spotted, Rancher allows you to launch other cluster types, which are as follows:


	Kubernetes

	Mesos

	Docker Swarm (currently experimental)



Not only are you able to launch these clusters from within Rancher, but you are also able to use a single Rancher installation and switch between the different environments. Creating a new environment could not be easier. Click on Default in the top left and then go to Environment. From there, you will find the option to Add Environment. Clicking on this will take you to a simple page where you can name and select the template you wish to use:



Once you have added your new environment, you simply have to add hosts as before:



Depending on the environment template you selected, adding the hosts can take up to 10 minutes as not only does the Rancher client and networking need to be installed and configured, but the cluster environment also needs to be to bootstrapped.

Once this is complete, you may notice that the majority of the options in the top menu are missing. This is because Rancher is not trying to be a replacement for the GUI to manage your environment. For example, when launching a Kubernetes cluster, the Kubernetes Dashboard is installed:



Clicking the Kubernetes UI button will open up the dashboard, and as you are already authenticated and logged in to Rancher, you will be logged straight in:



There are other ways you can manage your Kubernetes cluster, such as the command-line kubectl. Don't worry, Rancher has you covered there as well by providing terminal access to a container running kubectl and an option to download the configuration so that you can use your local installation of kubectl:



The other environment templates work in much the same way. Also, the Swarm template deploys Portainer for you to manage your Swarm cluster.
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At the start of the chapter, I mentioned that on the face of it, Rancher looks to be the same as Portainer. I hope as you worked through the chapter that it has become apparent they are two very different tools.

While it can be said that Rancher does offer the same functionality when using its own orchestration technology, Cattle, its strengths are in that it makes launching quite complex clusters across multiple cloud providers quite a simple task without diluting the experience or functionality of your chosen environment. Having manually launched all of the supported environments, I can say that this is no easy task.

On top of that, there are features such as Rancher's API we haven't touched upon. Every command we have executed through the Rancher GUI in the chapter also has an equivalent in the API, meaning that Rancher can be used and integrated into your own projects and workflows. For more details on the API, refer to the documentation at https://docs.rancher.com/rancher/v1.6/en/api/v2-beta/.

Next up, we are going to be looking at Docker's own cloud offering.
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Docker Cloud is Docker's own hosted service that allows you to launch and manage Docker hosts in various public cloud providers. Docker Cloud started off life as a service called Tutum, which was purchased by Docker in October 2015.

For more information on Docker's acquisition of Tutum, see the following blog post:

https://blog.docker.com/2015/10/docker-acquires-tutum/

Tutum's original goal was to help you run your containers in the cloud, providing you with a unified interface no matter which provider you are using. Docker has been supporting this vision with continued development and rebranding the service as Docker Cloud. In this chapter, we are going to look at both the Docker Cloud service and also Docker for Amazon Web Services. We will cover the following topics:


	Creating an account

	Linking providers

	Launching nodes

	Swarm mode

	Docker for Amazon Web Services



The first thing that should be mentioned is that Docker Cloud is a paid service, and it currently costs $15 per node per month. As we work through the chapter, I will point out which actions will incur costs.
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When visiting the Docker Cloud website at https://cloud.docker.com/, you will notice that it has a signup on its front page:



You may also notice that the form is creating a Docker ID. Odds are that if you have been following along with some of the previous chapters of this book, then you probably already have a Docker ID as Docker maintains a single identity service across all their products. This means if you have been using the Docker Hub, then you will be able to log straight into Docker Cloud.

Click on Sign in to be taken a familiar sign page:



If you do not have a Docker ID, then you will be able to create one using the form on the Docker Cloud home page.

Once logged in with your Docker ID, you should be greeted by a blank screen with lots of menu options down on the left-hand side. In the following screenshot, I have extended the menu so you can see which item means what:



Before we look at BUILD, APPLICATIONS, or INFRASTRUCTURE, we are going to go to the Cloud Settings. Click here so that we can link Docker Cloud to our public cloud accounts.
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When you first open the Cloud Settings page, you should see something that looks similar to the following screen:



As you can see, there are several cloud providers listed. We are going to look at how to link Digital Ocean and Amazon Web Services. Let's start with the simpler of the two, DigitalOcean.
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To link to a Cloud provider, click on the icon that looks like a power cord plug with a line going across it. When you do this with the DigitalOcean provider, you will be taken to DigitalOcean's application authorization page.

If you are not logged in to the DigitalOcean control panel (which can be found at https://cloud.digitalocean.com/), you will be asked to log in. Once logged in, you should be presented with a screen that asks you grant read or write privileges to Docker Cloud:



Tick the box next to your user and then click on the Authorize application button. Once you do so, you will be returned to Docker Cloud.
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Linking your Amazon Web Services account to Docker Cloud has a few more steps. To link the account, we need to provide Docker Cloud with the role Amazon Resource Names (ARNs), which has the necessary privileges to access the resources required within our Amazon Web Services account to be able to launch instances.

To do this, we must first create a policy. To do so, log in to your Amazon Web Services account at https://console.aws.amazon.com/ or your organization's custom sign-in page if you use one. Once logged in, go to the Services menu, which can be found in the top-left of the page, and find the IAM service.

The AWS Identity and Access Management (IAM) service allows you to manage both users and access to the AWS API at an extremely granular level. This service could potentially allow you to create credentials allowing a high level of access to your account--do not publish any credentials created here publicly. For more information, see https://aws.amazon.com/iam/.

Once you are on the Welcome to Identity and Access Management page, click on Polices, which can be found in the left-hand menu. This page lists all of the default policies supplied by Amazon, along with any custom ones you have created.

We are going to be creating our own policy. To do this, click on the Create Policy button; you will be taken to a page where you have three options: Copy an AWS Managed Policy, Policy Generator, and Create Your Own Policy. Click on Select next to Create Your Own Policy.

Enter the Policy Name as dockercloud-policy, leave the Description blank, and for the Policy Document, enter the following:


    {
      "Version": "2012-10-17",
      "Statement": [
            {
             "Action": [
               "ec2:*",
               "iam:ListInstanceProfiles"
              ],
              "Effect": "Allow",
              "Resource": "*"
            }
       ]
    }


You can see this in the following screenshot:



Once you have entered the details, click on Create Policy. Now that we have our policy, we need to attach it to a role. To do this, click on Roles in the left-hand side menu and then click the Create new role button.

There are four steps to create a role, the first of which is to select the type of role we want to create; in our case, we want to select Role for cross-account access as we will be allowing Docker Cloud access to our Amazon Web Services account:



Now that in Role for cross-account access we have two options; as we going to be allowing third-party access, click on the Select button next to the Provide access between your AWS account and a 3rd party AWS account option.

This will take you to step two, where you will need to tell Amazon the Account ID of the third party you want to be able to use your role with, and also you will need to provide your Docker ID username. The account number you need for this is 689684103426; enter it in the Account ID field, and in the External ID field, enter your Docker ID. Leave Require MFA unticked:



Once you have entered the details, click on Next Step to attach the policy we created earlier. To do this, enter docker cloud in the Filter and check the box next to the dockercloud-policy result:



Click on Next Step to move onto the final step. Here we need to give our role a name, so enter dockercloud-role in the Role name field. Review the rest of the information, such as the account number, which should read 689684103426, and then click on Create role.

This will create our Docker Cloud role and take you back to the list of roles. The final piece of information we need before we return to Docker Cloud is the ARN name for the role we just created. To get this, click on the role name in the list of roles and make a note of the Role ARN:



Now that we have the role ARN, return to Docker Cloud and click on the power cord plug next to Amazon Web Services; this will open a prompt that asks you for the role ARN. Enter it and click on Save:



You should now have two different cloud providers linked to your Docker Cloud account, and your Cloud Settings page should look something like the following:
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Now that we have our two cloud providers connected, we can start to launch nodes. To start with, we are going to create a two-node cluster in DigitalOcean. To do this, click on the Node Clusters icon in the in the left-hand menu in Docker Cloud and then click on the Create button. The form will adapt as you fill parts in, so do not worry if you do not see all of the options listed. To create our creatively titled Testing cluster, enter the following:


	NAME: Testing

	LABELS: Leave blank

	PROVIDER: Digital Ocean

	REGION: [Select which ever is closest to you]

	TYPE/SIZE: 1GB [1 CPUs, 1 GB RAM]

	DISK SIZE: This will be automatically populated when you choose the TYPE/SIZE

	Number of nodes: 2



Once the form is complete, it should look like the following:



Be aware that moving pass this stage will incur cost both with DigitalOcean and Docker Cloud. I will be providing screenshots to the next stages in case you do not want to follow along with your accounts.

Clicking on Launch node cluster will do just that. Checking your DigitalOcean account, you should see two freshly launched droplets:



After a few minutes, you will see your cluster listed as DEPLOYED:



Clicking on the cluster name will give you more details on the cluster itself:



Clicking on one of the two nodes will give you a breakdown of the node itself:



You may notice that the Docker version on the nodes is actually different than what we have been using so far; it is actually the Commercially Supported (CS) version of the Docker Engine. Feature-wise, it matches the functionality of the open source version (Docker 1.11.2), but it includes back-ported fixes for both security-related and priority defects from other versions.
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Now that we have a cluster with a few nodes up and running, we can launch some containers. Like previous chapters, we are going to be launching our cluster application. To do this, we are going to be using a stackfile, which is very similar to the stackfile we looked at in Chapter 8, Portainer. However, the syntax is slightly different as this was the forerunner to the stackfile now being used by Docker Swarm.

The following shows the stackfile for our application:


lb:
 image: dockercloud/haproxy
 autorestart: always
 links:
  - web
 ports:
  - "80:80"
 roles:
  - global
web:
 image: russmckendrick/cluster
 autorestart: always
 deployment_strategy: high_availability
 target_num_containers: 4


As you can see, we are creating two services: a load balancer and a web app (web). The load balancer is using the Docker Cloud HAProxy image and the web app is using our own image from the Docker Hub. To launch the stack, click on the Stacks icon in the left-hand side menu and enter the preceding stackfile in the space provided. Ensure that the spacing is correct or Docker Cloud will not be able to interpret the file correctly; I have called my stack ClusterApp:



Once you have entered the stackfile, click on Create & Deploy. This will take you straight to your stack; as you can see, you get an overview of the services and also you get an endpoint:



The endpoint is a full URL to your application using the dockerapp.io domain. Mine was http://lb.clusterapp.94d6a6e7.svc.dockerapp.io/ (the URL is no longer live). Entering your own endpoint into your browser should take you to your running application:



Clicking on the Services icon will list our two services:



From here, you can Stop, Start, Redeploy, and Terminate your services. Clicking on a service will give you a little more information about how the service is deployed as well as giving you a list of the currently running containers that form the service:



Clicking on Containers in the left-hand side menu will give you the list of the containers active in your Docker Cloud account:



As you can see from the preceding list, we have five containers running: the four that make up our web app service and a single container for the load balancer service. Clicking on the container name will give you more detail on the container:



As you can see, you also get the option to view the container logs. Click on Logs gives you a streaming view of the log output you would expect to see from the command line when running docker container logs command. Clicking Terminal will open a web-based interactive Terminal giving you command line access to the container itself.

As I have already mentioned, you should be able to run the preceding steps and launch a Node Cluster in Amazon Web Services.

At this point, if you have been following along, it is probably a good time to terminate your Stacks and Node Clusters to save yourself any unexpected charges.
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I am sure you have noticed the Swarm mode (beta) switch at the top of the left-hand side menu. Clipping this switch will take you to the beta of the new Docker Cloud. It does not just add more functionality--it completely replaces the current Docker Cloud with a new application altogether.

If you go to the Cloud Settings, which can now be found in the drop-down menu near your username, you will notice that not only are there only two Service providers listed, but also your role ARN is not there:



At this point, you may think you would be able to use the role ARN we set up earlier in the chapter, but unfortunately, Swarm mode needs a lot more permissions than we originally granted. Rather than working through how to add a new role for Swarm mode, we are going to look at launching the configuration that Swarm mode launches using Docker for Amazon Web Services.

We are not going to cover Docker Clouds Swarm mode. If you would like more information on how you would create the role ARN and use the service, I would recommend reading through the excellent documentation at https://docs.docker.com/docker-cloud/cloud-swarm/.


Before moving on to the next section of the chapter, please ensure that all stacks and cluster nodes launched by Docker Cloud have been removed if you no-longer require them.
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Docker for AWS is an Amazon CloudFormation template created by Docker that is designed to easily launch a Docker Swarm mode cluster in AWS with Docker best practices and recommendations applied.

Amazon CloudFormation is a service offered by Amazon that allows you to define how you would like your infrastructure to look in a template file that can then be shared or brought under version control. For more information on the service, see http://aws.amazon.com/cloudformation/.

The first thing we need to do, and it's also the only thing we need to configure ahead of launching Docker for AWS, is to ensure that we have an SSH assigned to our account in the region we will be launching our cluster. To do this, log in to the AWS console at https://console.aws.amazon.com/ or your organisation's custom sign-in page if you use one. Once logged in, go to the Service menu, which can be found in the top-left of the page, and find the EC2 service.

To make sure that you are in your desired region, you can use the region switcher in the top right between your username and the support menu. Once you are in the right region, click on Key Pairs, which can be found under Network & Security in the left-hand menu. Once on the Key Pairs page, you should see a list of your current key pairs. If you have none listed or don't have access to them, you can either click on Create Key Pair or Import Key Pair and follow the onscreen prompts.

Docker for AWS can be found in the Docker Store at https://store.docker.com/editions/community/docker-ce-aws. You have two choices of Docker for AWS: stable and Edge version. The Edge version contains experimental features from upcoming versions of Docker; because of that, we are going to look at launching Docker for AWS (stable). To do that, just click on the button and you will be taken straight to CloudFormation with the Docker template already loaded.

You can view the raw template by going to https://editions-us-east-1.s3.amazonaws.com/aws/stable/Docker.tmpl, or you can visualize the template in the CloudFormation designer. As you can see from the following visualization, there is a lot going on to launch the cluster:



The beauty of this approach is that you don't have to worry about any of these complications; Docker has you covered and has taken on all of the heavy lifting.

The first step in launching the cluster has already been sorted for you; all you have to do is click on Next on the Select Template page:



Next up, we have to Specify Details about our cluster. Other than the SSH Key, we are going to be leaving everything at their default values:


	Stack name: Docker

	Number of Swarm managers?: 3

	Number of Swarm worker nodes?: 5

	Which SSH key to use?: (select your key from the list)

	Enable daily resource cleanup?: No

	Use Cloudwatch for container logging?: yes

	Swarm manager instance type?: t2.micro

	Manager ephemeral storage volume size?: 20

	Manager ephemeral storage volume type: standard

	Agent worker instance type?: t2.micro

	Worker ephemeral storage volume size?: 20

	Worker ephemeral storage volume type: standard



Once you have checked that everything is OK, click on the Next button. In the next step, we can leave everything as it is and click on the Next button to be taken to a review page. On the review page, you will find a link that gives you the estimated cost:



As you can see, the monthly estimate for my cluster is $113.46. The final thing you need to do before launching the cluster is to tick the box that says I acknowledge that AWS CloudFormation might create IAM resources and click on the Create button. As you can imagine, it takes a while to launch the cluster; you can check on the status of the launch by selecting your CloudFormation stack in the AWS console and selecting the Events tab:



After about 10 minutes, you should see the status change from CREATE_IN_PROGRESS to CREATE_COMPLETE. When you see this, click on the Outputs tab and you should see a list of URLs and links:



To log in to our Swarm cluster, click on the link next to managers to be taken to a list of EC2 instances, which are our manager nodes. Select one of the instances and then make a note of its public IP address. In a terminal, SSH to the node using docker as the username. For example, I ran the following commands to log in and get a list of all nodes:


$ ssh docker@54.246.218.236
$ docker node ls


If you downloaded a SSH key from the AWS Console when you added a key you should update the command above to include the path to your download key e.g. ssh -i /path/to/private.key docker@54.246.218.236

The preceding commands to log in and get a list of all nodes are shown in the following screenshot:



From here, you can treat it like any other Docker Swarm cluster. For example, we can launch and scale the cluster service by running this:


$ docker service create --name cluster --constraint "node.role == worker" -p:80:80/tcp russmckendrick/cluster
$ docker service scale cluster=6
$ docker service ls
$ docker service inspect --pretty cluster


Now thaty your service has been launched, you can view your application at the URL given as the DefaultDNSTarget. This is an Amazon Elastic load balancer that has all of our nodes sat behind it.

Once you have finished with your cluster, return to the CloudFormation page within the AWS console, select your stack, and then select Delete Stack from the Actions drop-down menu. This will remove all traces of your Docker for Amazon Web Services cluster and stop you from getting any unexpected charges.

Docker for Azure is also available; it works in a similar way to Docker for Amazon Web Services. However, it does require a little more upfront configuration. For more information on Docker for Azure, see its Docker Store page at https://store.docker.com/editions/community/docker-ce-azure.
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We have now looked at three very powerful GUI tools that you can add to your Docker arsenal. With these tools, you can manipulate everything from your host environments to the images that live on those hosts as well as the containers running on those hosts. You can scale them, manipulate them, and even remove them as needed.

In the next chapter we are going to take a look at how to secure your Docker host as well as how to run scans against your container images.
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In this chapter, we will be taking a look at Docker security, the topic on the forefront of everyone's minds these days. We will be splitting up the chapter into five sections:


	Container considerations

	Docker commands

	Best practices

	The Docker Bench Security application

	Third-party security services
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When Docker was first released, there was a lot of talk about Docker versus virtual machines. I remember reading articles in magazines, commenting on threads on Reddit, and reading endless blog posts. In the early days of the Docker alpha and beta versions, people used to approach Docker containers like virtual machines because there really weren't any other points of references and we viewed them as tiny VMs.

I would enable SSH, run multiple processes in containers, and even create my container images by launching a container and running the commands to install my software stack, which is something we discussed you should never do in Chapter 2, Building Container Images as it is considered to be bad practice.

So rather than discussing containers versus virtual machines here, let's look at some of the considerations you need to make when running containers rather than virtual machines.
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When you start a Docker container, the Docker Engine is doing a lot of work behind the scenes. Two of the tasks that the Docker Engine performs when launching your containers is to set up namespaces and control groups. What does that mean? By setting up namespaces, Docker keeps the processes isolated in each container, not only from other containers but also from the host system. The control groups ensure that each container gets its own share of items such as CPU, memory, and disk I/O. More importantly, they ensure that one container doesn't exhaust all the resources on a given Docker host.

By setting up namespaces, Docker keeps the processes isolated in each container; not only from other containers but also from the host system. The control groups ensure that each container gets its own share of items such as CPU, memory, and disk I/O. More importantly, they ensure that one container doesn't exhaust all the resources on a given Docker host.

As we have seen in previous chapters, being able to launch our containers into a Docker-controlled network means that we can isolate our containers at the application level, meaning that all of the containers for Application A will not have any access at the network layer to the containers for Application B.

Add to this that this network isolation can run on a single Docker host using the default network driver or span multiple Docker hosts using Docker Swarm's built-in multi-host networking driver or the Weave Net driver from Weave.

Lastly, what I consider one of the biggest advantages of Docker over a typical virtual machine is that you shouldn't have to log in into the container. Docker is trying its hardest to keep you from needing to log in to a container to manage the process it is running. With commands such as docker container exec, docker container top, docker container logs, and docker container stats, you can do everything you need to do without exposing any more services than you need to.
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When you are dealing with virtual machines, you can control who has access to which virtual machine. Let's say you only want User1, who is a developer, to have access to the development VMs. However, User2 is an operator who is responsible for both the development and production environments so he needs access to all the VMs. Most virtual machine management tools allow you to grant role-based access to your VMs.

With Docker, you have a little disadvantage because whoever has access to the Docker Engine on your Docker host, either through being granted sudo access or by having their user added to the Docker Linux group, has access to every Docker container that you are running. They can run new containers, they can stop existing containers, and can delete images as well. Be careful who you grant permission to access the Docker Engine on your hosts. They essentially hold the keys to the kingdom with respect to all your containers. Knowing this, it is recommended to use Docker hosts only for Docker; keep other services separate from your Docker hosts.
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If you are running virtual machines, you will most likely be setting them up from scratch yourself. While it is possible, it more than likely due to the size of the download and also the effort in launching it that you would not download a prebuilt machine image that some random person on the internet has created. Typically, if you were to do this, it would be a prebuilt virtual appliance from a trusted software vendor.

So, you will be aware of what is inside the virtual machine and what isn't as it is you that was responsible for building and maintaining it.

Part of the appeal of Docker is its ease of use; however, this ease of use can make it really easy to ignore quite a crucial security consideration: do you know what it is running inside your container?

We have already touched on image trust in earlier chapters. For example, we spoke about not publishing or downloading images that haven't been defined using Dockerfiles and not embedding custom code or secrets and so on directly into an image that you will be pushing to the Docker Hub.

While containers have the protection of namespaces, control groups, and network isolation, we discussed how a poorly judged image download can introduce security concerns and risk into your environment. For example, a perfectly legitimate container running an unpatched piece of software can introduce risk around the availability of your application and data.
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Let's take a look at the Docker commands that can be used to help tighten up security as well as view information about the images you might be using. There are two commands that we are going to be focusing on.

The first will be the docker container run command, so you can see some of the items you can use to your advantage with this command. Second, we will take a look at the docker container diff command (that we went over in the previous chapter) that you can use to view what has been done with the image that you are planning to use.
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With respect to the docker run command, we will mainly focus on the option that allows you to set everything inside the container as read-only instead of a specified directory or volume. This helps limit the amount of damage that can be caused by malicious applications that also could hijack a vulnerable application by updating their binaries.

Let's take a look at an how to launch a read-only container and break down what it exactly does:


$ docker container run -d --name mysql --read-only -v /var/lib/mysql -v /tmp -v /var/run/mysqld -e MYSQL_ROOT_PASSWORD=password mysql


Here, we are running a MySQL container and setting the entire container as read-only, except for the following folders:


	/var/lib/mysql

	/var/run/mysqld

	/tmp



These will all be created as three separate volumes and then mounted read/write. If you do not add these volumes then MySQL will not be able to start as it needs read/write access to be able to create the socket file in /var/run/mysqld, some temporary files in /tmp, and finally, the databases themselves in /var/lib/mysql.

Any other location inside the container won't allow you to write anything in it. If you try to run the following, it would fail:


$ docker container exec mysql touch /trying_to_write_a_file


Giving you the following message:


touch: cannot touch '/trying_to_write_a_file': Read-only file system


This can be extremely helpful if you want to control where the containers can write to or not write to. Be sure to use this wisely. Test thoroughly, as it could have consequences when the applications can't write to certain locations.

Similar to the previous command with docker container run, where we set everything to read-only except for a specified volume, we can now do the opposite and set just a single volume (or more if you use more -v switches) to read-only. The thing to remember about volumes is that when you use a volume and mount it into a container, it will mount as an empty volume over the top of that directory inside the container unless you use the --volumes-from switch or add data to the container in some other way after it has been launched:


$ docker container run -d -v /local/path/to/html/:/var/www/html/:ro nginx


This will mount /local/path/to/html/ from the Docker host to /var/www/html/ and set it to read-only. This can be useful if you don't want a running container to write to a volume to keep the data or configuration files intact.
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Let's take another look at the docker diff command; since it relates to the security aspects of the containers, you may want to use the images that are hosted on Docker Hub or other related repositories.

Remember that whoever has access to your Docker host and the Docker daemon has access to all of your running Docker containers. This being said, if you don't have monitoring in place, someone could be executing commands against your containers and doing malicious things.

Let's take a look at the MySQL container we launched in the previous section:


$ docker container diff mysql


You will notice that no files are returned; why is that? Well, the diff command tells you the changes that have been made to the image since the container was launched. In the previous section, we launched the MySQL container with the image read-only and then mounted volumes to where we know MySQL would need to be able to read and write, meaning that there are no file differences between the image we downloaded and the container we are running.

Stop and remove the MySQL container by running:


$ docker container stop mysql
$ docker container rm mysql


Then launch the same container again, minus the read-only flag and volumes; this gives us a different story:


$ docker container run -d --name mysql -e MYSQL_ROOT_PASSWORD=password mysql
$ docker container exec mysql touch /trying_to_write_a_file
$ docker container diff mysql


As you can see, there are two folders created and several files added:


C /run/mysqld
A /run/mysqld/mysqld.pid
A /run/mysqld/mysqld.sock
A /run/mysqld/mysqld.sock.lock
C /tmp
A /trying_to_write_a_file


This is a great way to spot anything dodgy that may be going on.
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In this section, we will look at the best practices when it comes to Docker as well as the Center for Internet Security guide to properly secure all the aspects of your Docker environment.



            

            
        
    
        

                            
                    Docker - best practices

                
            
            
                
Before we dive into the Center for Internet Security guide, let's go over some of the best practices to use Docker:


	One application per container: Spread out your applications to one per container. Docker was built for this and it makes everything easier at the end of the day. That isolation we talked about earlier is where this is key.

	Only install what you need: As we have already looked at in previous chapters, only install what you need in your container images. If you have to install more to support the one process your container should be running then I would recommend you review the reasons why. This not only keeps your images small and portable, it also reduces the potential attack surface.

	Review who has access to your Docker hosts: Remember that whoever has root or sudo access to your Docker hosts has access to manipulate all your images and containers on the host.

	Use the latest version: Always use the latest version of Docker. This will ensure that all security holes have been patched and you have the latest features as well. While fixing security issues, keeping up to date using the community version may possibly introduce problems caused by changes functionality or new features. If this is a concern for you then you might want to look at the LTS Enterprise versions available from Docker and also Red Hat.

	Use the resources: Use the resources available if you need help. The community within Docker is huge and immensely helpful. Use their website, documentation, and the Slack chat rooms to your advantage when planning your Docker environment and assessing platforms. For more information on how to access Slack and other parts of the community, see Chapter 13, Next Steps with Docker.
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The Center for Internet Security (CIS) is an independent non-profit organisation whose goal is to provide a secure online experience. They publish benchmarks and controls, which are considered best practices for all aspects of IT. For more information, visit their website at https://www.cisecurity.org/.

The CIS benchmark for Docker is available for download, for free, from https://www.cisecurity.org/benchmark/docker/. You should note that it is currently a 196-page PDF released under the Creative Commons license and covers Docker 1.13.0 and later.

You will be referring to this guide when you actually run the scan (in the next section of this chapter) and get results back to what needs to or should be fixed. The guide is broken down into the following sections:


	The host configuration

	The Docker daemon configuration

	The Docker daemon configuration files

	Container images/runtime

	Docker security operations
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This part of the guide is about the configuration of your Docker hosts. This is that part of the Docker environment where all your containers run. Thus, keeping it secure is of the utmost importance. This is the first line of defense against attackers.
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This part of the guide has the recommendations that secure the running Docker daemon. Everything you do to the Docker daemon configuration affects each and every container. These are the switches you can attach to the Docker daemon we saw previously, and to the items you will see in the next section when we run through the tool.
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This part of the guide deals with the files and directories that the Docker daemon uses. This ranges from permissions to ownerships. Sometimes, these areas may contain information you don't want others to know about that could be in plain text format.
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This part of the guide contains both the information for securing the container images as well as the build files.

The first part contains images, cover base images, and the build files that were used. As we covered previously, you need to be sure about the images you are using not only for your base images but for any aspect of your Docker experience. This section of the guide covers the items you should follow while creating your own base images.
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This section was previously part of the later section but has been moved into its own section now in the CIS guide. The container runtime covers a lot of security-related items.

Be careful with the runtime variables you are using. In some cases, attackers can use them to their advantage, while you think you are using them to your own advantage. Exposing too much in your containers, such as exposing application secrets and database connections as environment variables, can compromise the security of not only your container but the Docker host and the other containers running on that host.
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This part of the guide covers the security areas that involve deployment; the items are more closely tied to Docker best practices. Because of this, it is best to follow these recommendations.
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In this section, we will cover the Docker Benchmark Security application that you can install and run. The tool will inspect:


	The host configuration

	The Docker daemon configuration

	The Docker daemon configuration files

	Container images and build files

	Container runtime

	The Docker security operations



Looks familiar? It should, as these are the same items that we reviewed in the previous section, only built into an application that will do a lot of the heavy lifting for you. It will show you what warnings arise with your configurations and provide information on other configuration items and even the items that have passed the test.

We will look at how to run the tool, a live example, and what the output of the process will mean.
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Running the tool is simple. It's already been packaged up for us inside a Docker container. While you can get the source code and customize the output or manipulate it in some way (say emailing the output), the default may be all you need.

The tool's GitHub project can be found at https://github.com/docker/docker-bench-security/, and to run the tool on a macOS or Windows machine, you simply need copy and paste the following into your Terminal:

The following command is missing the line needed to check systemd as Moby Linux, which is the underlying operating system for Docker for macOS and Docker for Windows, does not run systemd. We will look at a systemd based system shortly.


docker run -it --net host --pid host --cap-add audit_control \
    -e DOCKER_CONTENT_TRUST=$DOCKER_CONTENT_TRUST \
    -v /var/lib:/var/lib \
    -v /var/run/docker.sock:/var/run/docker.sock \
    -v /etc:/etc --label docker_bench_security \
    docker/docker-bench-security


Once the image has been downloaded, it will launch and immediately start to audit your Docker host, printing the results as it goes:



As you can see, there are a few warnings [WARN] given as well as notes as [NOTE] and information as [INFO]; however, as this host is managed by Docker, as you would expect, there is not too much to worry about.
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Before we look into the output of the audit in a little more detail, I am going to launch a vanilla Ubuntu 17.04 server and do a clean installation of Docker. Once installed, I will launch a few containers, all of which don't have very sensible settings.

I launched the following two containers from the Docker Hub:


$ docker container run -d --name root-nginx -v /:/mnt nginx
$ docker container run -d --name priv-nginx --privileged=true nginx


Then I built a customer image based on Ubuntu 16.04 that ran SSH and launched it using:


$ docker container run -d -P --name sshd eg_sshd


As you can see, in one image, we are mounting the root file system of our host with full read/write access in the root-nginx container. We are also running with extended privileges in priv-nginx and finally running SSH in sshd.

To start the audit on our Ubuntu Docker host, I ran the following:


docker run -it --net host --pid host --cap-add audit_control \
 -e DOCKER_CONTENT_TRUST=$DOCKER_CONTENT_TRUST \
 -v /var/lib:/var/lib \
 -v /var/run/docker.sock:/var/run/docker.sock \
 -v /usr/lib/systemd:/usr/lib/systemd \
 -v /etc:/etc --label docker_bench_security \
 docker/docker-bench-security


As we are running on an operating system that supports systemd, we are mounting /usr/lib/systemd so that we can audit it.

There is a lot of output and a lot to digest, but what does it all mean? Let's take a look and break down each section.
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There are three types of output that we will see:


	[PASS]: These items are solid and good to go. They don't need any attention but are good to read to make you feel warm inside. The more of these, the better!

	[WARN]: These are items that need to be fixed. These are the items we don't want to be seeing.

	[INFO]: These are items that you should review and fix if you feel they are pertinent to your setup and security needs.

	[NOTE]: These give best-practice advice.



There are six main sections that are covered in the audit:


	Host configuration

	Docker daemon configuration

	Docker daemon configuration files

	Container images and build files

	Container runtime

	Docker security operations



Let's take a look at what we are seeing in each section of the scan. These scan results are from a default Ubuntu Docker host with no tweaks made to the system at this point. We want to focus again on the [WARN] items in each section. Other warnings may come up when you run yours, but these will be the ones that come up most, if not for everyone, at first.
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I had five items with a [WARN] status for my Host Configuration:


[WARN] 1.1 - Create a separate partition for containers


Be default, Docker uses /var/lib/docker on the host machine to store all of its files, including all images, containers, and volumes created by the default driver. This means that this folder may grow quickly. As my host machine is running a single partition, and depending on what your containers are doing, this could potentially fill the entire drive, which would render my host machine unusable.


[WARN] 1.5 - Audit docker daemon - /usr/bin/docker
[WARN] 1.6 - Audit Docker files and directories - /var/lib/docker
[WARN] 1.7 - Audit Docker files and directories - /etc/docker
[WARN] 1.10 - Audit Docker files and directories - /etc/default/docker


These warnings are being flagged because auditd is not installed and there are no audit rules for the Docker daemon and associated files; for more information on auditd, see the following blog post: https://www.linux.com/learn/customized-file-monitoring-auditd/.
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My Docker daemon configuration flagged up seven [WARN] statuses:


[WARN] 2.1 - Restrict network traffic between containers


By default, Docker allows traffic to pass between containers unrestricted on the same host. It is possible to change this behavior; for more information on Docker networking, see https://docs.docker.com/engine/userguide/networking/.


[WARN] 2.8 - Enable user namespace support


By default, the user namespace is not remapped. Mapping them, while possible, can currently cause issues with several Docker features--see the following URL for more details on known restrictions: https://docs.docker.com/engine/reference/commandline/dockerd/#user-namespace-known-restrictions.


[WARN] 2.11 - Use authorization plugin


A default installation of Docker allows unrestricted access to the Docker daemon; you can limit access to authenticated users by enabling an authorization plugin. For more details, see https://docs.docker.com/engine/extend/plugins_authorization/.


[WARN] 2.12 - Configure centralized and remote logging


As I am only running a single host, I am not using a service such as rsyslog to ship my Docker host's logs to a central server, nor have I configured a log driver on my Docker daemon--see https://docs.docker.com/engine/admin/logging/overview/ for more details.


[WARN] 2.13 - Disable operations on legacy registry (v1)


At the time of writing this, a defaultDocker installation is configured to interact with both the now legacy V1 Docker Registry API as well as the newer V2 Docker Registry API. For details on how to disable this, see https://docs.docker.com/engine/reference/commandline/dockerd/#legacy-registries.


[WARN] 2.14 - Enable live restore


The --live-restore flag enables full support of daemon-less containers in Docker; this means that rather than stopping containers on when the daemon shuts down, they continue to run and it properly reconnects to the containers when restarted. It is not enabled by default due to backward compatibility issues; for more details, see https://docs.docker.com/engine/admin/live-restore/.


[WARN] 2.18 - Disable Userland Proxy


There are two ways your containers can route to the outside world: either by using a hairpin NAT or a userland proxy. For most installations, the hairpin NAT mode is the preferred mode as it takes advantage of Iptables and has better performance. Where this is not available, Docker uses the userland proxy. Most Docker installations on modern operating systems will support hairpin NAT; for details on how to disable the userland proxy, see https://docs.docker.com/engine/userguide/networking/default_network/binding/.
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I had no [WARN] statuses in this section.
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I had three [WARN] statuses for container images and build files; you may notice that multiline warnings are prefixed with a * after the status:


[WARN] 4.1 - Create a user for the container
[WARN] * Running as root: sshd
[WARN] * Running as root: priv-nginx
[WARN] * Running as root: root-nginx


The processes in the containers I am running are all running as the root user; this is the default action of most containers. See the following article for more information: https://docs.docker.com/engine/security/security/.


[WARN] 4.5 - Enable Content trust for Docker


Enabling content trust for Docker ensures the provenance of the container images you are pulling as they are digitally signed when you push them; this means you are always running the images you intended to run. For more information on content trust, see https://docs.docker.com/engine/security/trust/content_trust/.


[WARN] 4.6 - Add HEALTHCHECK instruction to the container image
[WARN] * No Healthcheck found: [eg_sshd:latest]
[WARN] * No Healthcheck found: [nginx:latest]
[WARN] * No Healthcheck found: [ubuntu:16.04]


When building your image, it is possible to build in a HEALTHCHECK; this ensures that when a container launches from your image, Docker will periodically check the status of your container and if need be restart or relaunch it. More details can be found at https://docs.docker.com/engine/reference/builder/#healthcheck.
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As we have been a little silly when launching our containers on the Docker Host we have audited, we know there should be a lot of vulnerabilities here, and there are: 11 of them altogether.


[WARN] 5.2 - Verify SELinux security options, if applicable
[WARN] * No SecurityOptions Found: sshd
[WARN] * No SecurityOptions Found: root-nginx


This one is false positive; we are not running SELinux as it is an Ubuntu machine and SELinux is only applicable to Red Hat-based machines; instead, 5.1 shows use the result, which is a [PASS], which we want:


[PASS] 5.1 - Do not disable AppArmor Profile


The next two [WARN] statuses are of our own making:


[WARN] 5.4 - Do not use privileged containers
[WARN] * Container running in Privileged mode: priv-nginx


As are these:


[WARN] 5.6 - Do not run ssh within containers
[WARN] * Container running sshd: sshd


They can safely be ignored; it should be very rare that you need to launch a container running in Privileged mode. It is only if your container needs to interact with the Docker Engine running on your Docker host, for example when you are running a GUI such as Portainer, which we covered in Chapter 8, Portainer.

We have also discussed that you should not be running SSH in your containers; there are a few use cases such as running a jump host within a certain network; however, these should be the exception.

The next two [WARN] statuses are flagged because by default on Docker, all running containers on your Docker hosts share the resources equally; setting limits on memory and the CPU priority for your containers will ensure that containers that you want to have a higher priority are not starved of resources by lower priority containers:


[WARN] 5.10 - Limit memory usage for container
[WARN] * Container running without memory restrictions: sshd
[WARN] * Container running without memory restrictions: priv-nginx
[WARN] * Container running without memory restrictions: root-nginx

[WARN] 5.11 - Set container CPU priority appropriately
[WARN] * Container running without CPU restrictions: sshd
[WARN] * Container running without CPU restrictions: priv-nginx
[WARN] * Container running without CPU restrictions: root-nginx


As we have already discussed earlier in the chapter, if possible, you should be launching your containers read-only and mounting volumes for where you know your process needs to write data to:


[WARN] 5.12 - Mount container's root filesystem as read only
[WARN] * Container running with root FS mounted R/W: sshd
[WARN] * Container running with root FS mounted R/W: priv-nginx
[WARN] * Container running with root FS mounted R/W: root-nginx


The reason the following flags are raised is that we are not telling Docker to bind our exposed port to a specific IP address on the Docker host:


[WARN] 5.13 - Bind incoming container traffic to a specific host interface
[WARN] * Port being bound to wildcard IP: 0.0.0.0 in sshd


As my test Docker host only has a single NIC, this isn't too much of a problem; however, if my Docker host had multiple interfaces, then this container would be exposed to all of the networks, which could be a problem if I had, for example, an external and internal network. See https://docs.docker.com/engine/userguide/networking/ for more details.


[WARN] 5.14 - Set the 'on-failure' container restart policy to 5
[WARN] * MaximumRetryCount is not set to 5: sshd
[WARN] * MaximumRetryCount is not set to 5: priv-nginx
[WARN] * MaximumRetryCount is not set to 5: root-nginx


Although I haven't launched my containers using the --restart flag, there is no default value for the MaximumRetryCount. This means that if a container failed over and over, it would quite happily sit there attempting to restart. This could have a negative effect on the Docker host; adding a MaximumRetryCount of 5 will mean the container will attempt to restart five times before giving up.


[WARN] 5.25 - Restrict container from acquiring additional privileges
[WARN] * Privileges not restricted: sshd
[WARN] * Privileges not restricted: priv-nginx
[WARN] * Privileges not restricted: root-nginx


By default, Docker does not put a restriction on a process or its child processes gaining new privileges via suid or sgid bits. To find out details on how you can stop this behavior, see http://www.projectatomic.io/blog/2016/03/no-new-privs-docker/.


[WARN] 5.26 - Check container health at runtime
[WARN] * Health check not set: sshd
[WARN] * Health check not set: priv-nginx
[WARN] * Health check not set: root-nginx


Again, we are not using any health checks, meaning that Docker will not periodically check the status of your containers. See the following GitHub issue for the pull request that introduced this feature: https://github.com/moby/moby/pull/22719/.


[WARN] 5.28 - Use PIDs cgroup limit
[WARN] * PIDs limit not set: sshd
[WARN] * PIDs limit not set: priv-nginx
[WARN] * PIDs limit not set: root-nginx


Potentially, an attacker could trigger a fork bomb with a single command inside your container. This has the potential to crash you Docker host and the only way to recover would be to reboot the host. You can protect against this by using the --pids-limit flag. For more information, see the following pull request: https://github.com/moby/moby/pull/18697/.
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This section is all [INFO] about best practices:


[INFO] 6.1 - Perform regular security audits of your host system and containers
[INFO] 6.2 - Monitor Docker containers usage, performance and metering
[INFO] 6.3 - Backup container data
[INFO] 6.4 - Avoid image sprawl
[INFO] * There are currently: 4 images
[INFO] 6.5 - Avoid container sprawl
[INFO] * There are currently a total of 8 containers, with 4 of them currently running
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As you have seen, running Docker Bench against your Docker host is a much better way of getting an understanding of how your Docker host stacks up against the CIS Docker Benchmark; it is certainly a lot more manageable than manually working through every single test in the 196-page document.
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Both Docker Cloud and Docker Hub have an inbuilt feature that performs security scanning of your private images. At the time of writing this, this feature is available as a free preview for private repository subscribers; however, it is only for a limited time.

You can opt in and begin using the service from the Plan page of your Docker Hub account by ticking the following box:



Once ticked, any push to a private repository will trigger a scan for the last three tags for your image. You can find the results of your scans in the Repositories section of Docker Cloud; as you can see, it is a little out of the way in its current free iteration.

An example of what a scan looks like is given here:



This image has vulnerabilities; clicking on it allows you to drill down and find out further information about the issue with the image Docker has found:



As you can see from the screenshot, my NGINX container needs an update as there are known issues with the versions of pcre and bzip2 that are installed.

It even gives the Common Vulnerabilities and Exposures (CVE) numbers and links so I can find out more information at the National Vulnerability Database (NVD), which can be found at http://cve.mitre.org/, so I can see exactly what the vulnerability is and the possible impact it has on my application.

The functionality has been in free preview for about a year, and I must admit I am a little confused as to why it is hidden away as it is actually quite a good resource for providing a static analysis of your images. I hope that Docker will turn it into a more standalone service soon.

Static code analysis is a methodology of debugging code/binaries and is performed by examining the code/binaries without actually executing them. As nothing is ever executed, this makes it a perfect way of checking code/binaries for security related problems as any problematic code/binaries are never run to cause any issues on the host running the analysis. For more information, see https://www.owasp.org/index.php/Static_Code_Analysis.
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Before we finish this chapter, we are going to take a look at some of the third-party services available to help you with vulnerability assessments of your images.
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Back in Chapter 3, Storing and Distributing Images, we looked at Quay, an image registry service by CoreOS. One thing we didn't touch upon is that Quay actually performs a security scan of each image after it is push/built.

You can see the results of the scan by viewing the Repository Tags for your chosen image; here you will see a column for Security Scan. As you can see from the following screenshot, in the example image we created, there are no problems:



Clicking on where it says Passed will take you to a more detailed breakdown of any vulnerabilities that have been detected within the image. As there are no vulnerabilities at the moment (which is a good thing), this screen does not tell us much. However, clicking on the Package icon in the left-hand menu will present us with a list of the packages the scan has discovered. For our test image, it has found 13 packages with no vulnerabilities, all of which are displayed here along with confirmation of the version of the package and how they were introduced to the image.



As you can also see, Quay is scanning our publicly available image, which is being hosted on the free-of-charge open source plan Quay offers. Security scanning comes as standard with all plans on Quay; like the Docker image scanning service, it uses static analysis.

For more information on Quay, see https://quay.io/.
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Clair is an open source project from CoreOS. In essence, it is a service that provides the vulnerability static analysis functionality for both the hosted version of Quay as well as the commercially supported enterprise version.

It works by creating a local mirror of the following vulnerability databases:


	Debian Security Bug Tracker: https://security-tracker.debian.org/tracker/

	Ubuntu CVE Tracker: https://launchpad.net/ubuntu-cve-tracker/

	Red Hat Security Data: https://www.redhat.com/security/data/metrics/

	Oracle Linux Security Data: https://linux.oracle.com/security/

	Alpine SecDB: https://git.alpinelinux.org/cgit/alpine-secdb/

	NIST NVD: https://nvd.nist.gov/



Once it has mirrored the data sources, it mounts the image's filesystem and then performs a scan of the installed packages, comparing them to the signatures in the preceding data sources.

Clair is not a straightforward service; it only has an API-driven interface, there are no fancy web-based or command-line tools which ship with Clair by default. Documentation for the API can be found at https://coreos.com/clair/docs/latest/api_v1.html.

Installation instructions can be found at the project's GitHub page at https://github.com/coreos/clair/. Also, you can find a list of tools that support Clair on its integration page, https://coreos.com/clair/docs/latest/integrations.html.
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In this chapter, we covered some aspects of Docker security. First, we took a look at some of the things you need to consider when running containers versus typical virtual machines with regard to security. We looked at the advantages, your Docker host, and spoke about image trust. We then took a look at what Docker commands we can use for security purposes.

We launched a read-only container so that we can minimize any potential damage any potential intruder can do within our running containers. As not all applications lend themselves well to running in read-only containers, we then looked at how we can track changes that have been made to the image since launching. It is always useful to be able to easily find out any changes made on the filesystem at runtime when trying to look into any problems.

Next, we discussed the Center for Internet Security guidelines for Docker. This guide will assist you in setting up multiple aspects of your Docker environment. Lastly, we took a look at the Docker Bench for Security. We looked at how to get it up and running and ran through an example of what the output would look like once it has been run. We then took a look at the said output to see what all it meant. Remember the six items that the application covered: the host configuration, Docker daemon configuration, Docker daemon configuration files, container images and build files, container runtime, and Docker security operations.

In the next chapter, we are going to take a look at how Docker can fit into your existing workflows as well as some new ways to approach working with containers.
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In this chapter, we will be looking at Docker and various workflows for Docker. We'll put all the pieces together so you can start using Docker in your production environments and feel comfortable doing so. Let's take a peek at what we will be covering in this chapter:


	Docker for development

	Monitoring Docker

	Extending to external platforms

	What does production look like?





            

            
        
    
        

                            
                    Docker for development

                
            
            
                
We are going to start our look at workflows by discussing how Docker can be used to aid developers. Right back at the start of Chapter 1, Docker Overview, one of the first things we discussed in the Understanding Docker section was developers and the works on my machine problem. So far, we have not really fully addressed this, so let's do that now.

For this section, we are going to look at how a developer could develop their WordPress project on their local machine using Docker for macOS or Docker for Windows along with Docker Compose.

The aim of this is for us to launch a WordPress installation, which is what you will do with the following steps:


	Download and install WordPress.

	Allow access to the WordPress files from desktop editors, such as Atom (https://atom.io/), Visual Studio Code (https://code.visualstudio.com/), or Sublime Text (https://www.sublimetext.com/) on your local machine.

	Configure and manage WordPress using WP-CLI (http://wp-cli.org/).

	Allow you to stop, start, and even remove containers without losing your work.



Before we launch our WordPress installation, let's take a look at the Docker Compose file and what services we have running:

The following files are available in the  https://github.com/russmckendrick/mastering-docker  GitHub repository in the /chapter12/docker-wordpress folder.


    version: "3"

    services:

      web:
        image: nginx:alpine
        ports:
          - "8080:80"
        volumes:
          - "./wordpress/web:/var/www/html"
          - 
      "./wordpress/nginx.conf:/etc/nginx/conf.d/default.conf"
        depends_on:
          - wordpress

      wordpress:
        image: wordpress:php7.1-fpm-alpine
        volumes:
          - "./wordpress/web:/var/www/html"
        depends_on:
          - mysql

      mysql:
        image: mysql:8
        environment:
          MYSQL_ROOT_PASSWORD: "wordpress"
          MYSQL_USER: "wordpress"
          MYSQL_PASSWORD: "wordpress"
          MYSQL_DATABASE: "wordpress"
        volumes:
          - "./wordpress/mysql:/var/lib/mysql"

      wp:
        image: wordpress:cli-php7.1
       volumes:
          - "./wordpress/web:/var/www/html"
          - "./wordpress/export:/export"


We can visualize the Docker Compose file using docker-compose-viz (https://github.com/pmsipilot/docker-compose-viz) from PMSIpilot. To do this, run the following command in the same folder as the docker-compose.yml file:


$ docker run --rm -it --name dcv -v $(pwd):/input pmsipilot/docker-compose-viz render -m image docker-compose.yml


This will output a file called docker-compose.png, and you should get something that looks like this:



You can use docker-compose-viz to give yourself a visual representation of any Docker Compose file. As you can see from ours, we have four services defined:

The first is called web; this service is the only one of the four that is exposed to the host network, and it acts as a frontend to our WordPress installation. It runs the official NGINX image from https://store.docker.com/images/nginx/, and it performs two roles.

Take a look at the following NGINX configuration:


    server {
      server_name _;
      listen 80 default_server;

      root /var/www/html;
      index index.php index.html;

      access_log /dev/stdout;
      error_log /dev/stdout info;

       location / {
         try_files $uri $uri/ /index.php?$args;
       }

      location ~ .php$ {
        include fastcgi_params;
        fastcgi_pass wordpress:9000;
        fastcgi_index index.php;
        fastcgi_param SCRIPT_FILENAME 
       $document_root$fastcgi_script_name;
        fastcgi_buffers 16 16k;
        fastcgi_buffer_size 32k;
      }
    }


You can see that we are serving all content, apart from PHP, using NGINX from /var/www/html/, which we are mounting from our host machine using NGINX, and all requests for PHP files are being proxied to our second service, which is called wordpress, on port 9000. The NGINX configuration itself is being mounted from our host machine to /etc/nginx/conf.d/default.conf.

The second service is wordpress; this is the official WordPress image from https://store.docker.com/images/wordpress, and I am using the php7.1-fpm-alpine tag. This gives us a WordPress installation running on PHP 7.1 using PHP-FPM built on top of an Alpine Linux base.

FastCGI Process Manager (PHP-FPM) is a PHP FastCGI implementation with some great features. For us, it allows PHP to run as a service that we can bind to a port and pass requests to; this fits in with the Docker approach of running a single service on each container. For more information on PHP-FPM, go to https://php-fpm.org/.

We are mounting the same web root as we are doing for the web service, which on the host machine is wordpress/web and on the service is /var/www/html/. To start off with, the folder on our host machine will be empty; however, once the wordpress service starts, it will detect that there isn't any core WordPress installation and copy one to that location, effectively bootstrapping our WordPress installation and copying it to our host machine, ready for us to start work on.

The next service is mysql, which uses the official MySQL image (https://store.docker.com/images/mysql/) and is the only image out of the four we are using that doesn't use Alpine Linux (come on MySQL, pull your finger out and publish an Alpine Linux-based image!). We are passing a few environment variables so that a database, username, and password are all created when the container first runs; the password is something you should change if you ever use this as a base for one of your projects.

Like the web and wordpress containers, we are mounting a folder from our host machine. In this case, it is wordpress/mysql, and we are mounting it to /var/lib/mysql/, which is the default folder where MySQL stores its databases and associated files.

You will notice that when the container starts, wordpress/mysql is populated with a few files; I do not recommend editing them using your local IDE.

The final service is simply called wp. It differs from the other three services: this service will immediately exit when run, because there is no long-running process within the container. Instead of a long-running process, it provides access to the WordPress command-line tool in an environment that exactly matches our main wordpress container.

You will notice that we are mounting the web root as we have done on web and wordpress as well as a second mount called /export; we will look at this in more detail once we have WordPress configured.

To start WordPress, we just need to run the following two commands:


$ docker-compose pull
$ docker-compose up -d
$ docker-compose ps


This will pull the images and start the web, wordpress, and mysql services as well as readying the wp service. Before the services start, our wordpress folder looks like this:



As you can see, we only have nginx.conf in there, which is part of the Git repository. Launch the service:



You should see that three folders have been created in the wordpress folder: export, mysql, and web. Also, remember that we are expecting dockerwordpress_wp_1 to have an exit state.



Opening a browser and going to http://localhost:8080/ should show you the standard WordPress pre-installation welcome page, where you can select the language you wish to use for your installation:



Do not click on Continue, as it will take you to the next screen of the GUI-based installation. Instead, return to your terminal.

Rather than using the GUI to complete the installation, we are going to use WP-CLI. There are two steps to this. The first step is to create a wp-config.php file; to do this, run the following command:


$ docker-compose run wp core config --dbname=wordpress --dbuser=wordpress --dbpass=wordpress --dbhost=mysql --dbprefix=wp_


As you will see in the following Terminal output, before I ran the command, I just had the wp-config-sample.php file, which ships with core WordPress. Then, after running the command, I had my own wp-config.php file:



You will notice that in the command, we are passing the database details we defined in the Docker Compose file and telling WordPress that it can connect to the database service at the address mysql.

Now that we have configured database connection details, we need to configure our WordPress site as well a create an admin user and set a password. To do this, run the following:


$ docker-compose run wp core install --url="http://localhost:8080" -- --admin_user="admin" --admin_password="password" --admin_email="email@domain.com"


Running this command will produce an error about the email service; do not worry about that message as this is only a local development environment. We are not too worried about emails leaving our WordPress installation:



We have used WP-CLI to configure the following in WordPress:


	Our URL is http://localhost:8080

	Our site title should be Blog Title

	Our admin username is admin and password is password, and the user has an email of email@domain.com



Going back to your browser and entering http://localhost:8080/ should present you with a vanilla WordPress site:



Before we do anything further, let's customize our installation a little, first by installing and enabling the JetPack (https://en-gb.wordpress.org/plugins/jetpack/) plugin:


$ docker-compose run wp plugin install jetpack --activate


The output of the command is given here:



Then, install and enable the Customizr (https://en-gb.wordpress.org/themes/customizr/) theme:


$ docker-compose run wp theme install customizr --activate


The output of the command is given here:



Refreshing our WordPress page at http://localhost:8080/ should show something like the following:



Before we open our IDE, let's destroy the containers running our WordPress installation using the following command:


$ docker-compose down


The output of the command is given here:



As our entire WordPress installation, including all of the files and database, is stored on our local machine, we should be able to run the following to return to our WordPress site where we left it:


$ docker-compose up -d


Once you have confirmed it is up and running as expected by going to http://localhost:8080/, open the docker-wordpress folder in your desktop editor. I used Microsoft Visual Studio Code.

In your editor, open the file wordpress/web/wp-blog-header.php and add the following line to the opening PHP statement and save it:



    echo "Testing editing in the IDE";



The output of the command is given here:





Once saved, refresh your browser and you should see the message Testing editing in the IDE at the very bottom of the page (the following screen is zoomed; it may be more difficult to spot if you are following along as the text is is quite small):



The final thing we are going to look at is why we had the wordpress/export folder mounted on the wp container.

As already mentioned earlier in the chapter, you shouldn't be really touching the contents of the wordpress/mysql folder; this also includes sharing it. While it would probably work if you were to zip up your project folder and pass it to a colleague, it is not considered best practice. Because of this, we have mounted the export folder to allow us to use WP-CLI to make a database dump and import it.

To do this, run the following:


$ docker-compose run wp db export --add-drop-table /export/wordpress.sql


The following Terminal output shows the export and also the contents of wordpress/export before and after, and finally, the top few lines of the MySQL dump:



If I needed to--because, say, I had made a mistake during development--I could roll back to that version of the database by running the following:


$ docker-compose run wp db import /export/wordpress.sql


The output of the command is given here:



As you have seen, we have installed WordPress, interacted with it both using WP-CLI and the browser, edited the code, and also backed up and restored the database, all without having to install or configure NGINX, PHP, MySQL, or WP-CLI. Nor did we have to log in to a container; by mounting volumes from our host machine, our content was safe when we tore our WordPress containers down and we didn't lose any work.

Also, if needed, we could have easily passed a copy of our project folder to a colleague who has Docker installed, and with a single command, they could be working on our code, knowing it is running in the exact environment as our own installation.

Finally, as we're using official images from the Docker Store, we know we can safely ask to have them deployed into production as they have been built with Docker's best practices in mind.

Don't forget to stop and remove your WordPress containers by running docker-compose down.
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Next, we are going to take a look at monitoring our containers and also Docker hosts. In Chapter 4, Managing Containers, we discussed the docker container top and docker container stats commands; you may recall that both of these commands show real-time information only; there is no historical data kept.

While this is great if you are trying to debug a problem as it is running or want to quickly get an idea of what is going on inside your containers, it is not too helpful if you need to look back at a problem: maybe you have configured your containers to restart if they have become unresponsive. While that will help with the availability of your application, it isn't much of a help if you need to look at why your container became unresponsive.

We are going to be looking at quite a complex setup. There are alternatives to this configuration, and also, there is ongoing development within the Docker community to make the configuration that we are going to be looking at more straightforward over the next few releases of Docker Engine, but more on that later.

In the GitHub repository at https://github.com/russmckendrick/mastering-docker in the /chapter12 folder, there is a folder called prometheus in which there is a Docker Compose file that launches four different containers. All of these containers launch services that we need to monitor not only our containers but also our Docker hosts.

Rather than looking at the Docker Compose file, itself let's take a look at the visualization:



As you can see, there is a lot going on; the four services we are running are:


	cadvisor: https://github.com/google/cadvisor/

	node-exporter: https://github.com/prometheus/node_exporter/

	prometheus: https://prometheus.io/

	grafana: https://grafana.com/



Before we launch and configure our Docker Compose services, we should talk about why each one is needed, starting with cadvisor.

As you may have noticed from the URL, cadvisor is a project released by Google. The service section in the Docker Compose file looks like the following:


cadvisor:
  image: google/cadvisor:latest
  container_name: cadvisor
  volumes:
    - /:/rootfs:ro
    - /var/run:/var/run:rw
    - /sys:/sys:ro
    - /var/lib/docker/:/var/lib/docker:ro
  restart: unless-stopped
  expose:
    - 8080


As you can see, we are mounting the various parts of our host's filesystem to allow cadvisor access to our Docker installation in much the same way as we did in Chapter 8, Portainer. The reason for this is that in our case, we are going to be using cadvisor to collect stats on our containers. While it can be used as a standalone container-monitoring service, we do not want to publicly expose the cadvisor container; instead, we are just making it available to other containers within our Docker Compose stack.

While cadvisor is a self-contained web frontend to the docker container stat command, displaying graphs and allowing you to drill down from your Docker host into your containers from an easy-to-use interface, it doesn't keep more than 5 minutes' worth of metrics. As we are attempting to record metrics that can be available hours or even days later, having no more than 5 minutes of metrics means that we are going to have to use additional tools to record the metrics it processes.

cadvisor exposes the information we want to record about our containers as structured data at the following endpoint: http://cadvisor:8080/metrics/. We will look at why this is important in a moment.

The next service we are launching is node-exporter. Its service definition in the Docker Compose file looks like the following:



node-exporter:
  container_name: node-exporter
  image: prom/node-exporter
  volumes:
    - /proc:/host/proc:ro
    - /sys:/host/sys:ro
    - /:/rootfs:ro
  command: '-collector.procfs=/host/proc -collector.sysfs=/host/sys -collector.filesystem.ignored-mount-points="^(/rootfs|/host|)/(sys|proc|dev|host|etc)($$|/)" collector.filesystem.ignored-fs-types="^(sys|proc|auto|cgroup|devpts|ns|au|fuse\.lxc|mqueue)(fs|)$$"'
  expose:
    - 9100



Again, we are mounting various parts of the Docker host's filesystem but this time you will notice that we are not mounting /var/lib/docker/ as we are not using node-exporter to monitor our containers and we only need information about the CPU, RAM and Disk utilization of our host machine. The command also dynamically configures node-exporter as the process starts rather than us having to bake or mount our configuration file into the container itself.

Again, we are only exposing the node-exporter port to our Docker Compose services; this is because like cadvisor, it is acting as nothing more than an endpoint, which is http://node-exporter:9100/metrics/, to expose the stats from our Docker host.

Both the cadvisor and node-exporter endpoints are being scraped automatically by our next service, prometheus. This is where most of the heavy lifting happens: Prometheus is a monitoring tool written and open sourced by SoundCloud (https://soundcloud.com/).




prometheus:
  image: prom/prometheus
  container_name: prometheus
  volumes:
    - ./prometheus.yml:/etc/prometheus/prometheus.yml
    - prometheus_data:/prometheus
  restart: unless-stopped
  expose:
    - 9090
  depends_on:
    - cadvisor
    - node-exporter





As you can see from the preceding service definition, we are mounting a configuration file and also have a volume called prometheus_data. The configuration file contains information about the sources we want to scrape, as you can see from the following configuration:





global:
  scrape_interval: 15s
  evaluation_interval: 15s
  external_labels:
    monitor: 'monitoring'

rule_files:

scrape_configs:

  - job_name: 'prometheus'
    static_configs:
      - targets: ['localhost:9090']

  - job_name: 'cadvisor'
    static_configs:
      - targets: ['cadvisor:8080']

  - job_name: 'node-exporter'
    static_configs:
      - targets: ['node-exporter:9100']







We are instructing Prometheus to scrape data from our endpoints every 15 seconds. The endpoints are defined in the scrape_configs section, and as you can see, we have cadvisor and node-exporter in there as well as Prometheus itself defined. The reason we are creating and mounting the prometheus_data volume is that prometheus is going to be storing all of our metrics, so we need to keep it safe.

At its core, Prometheus is a time-series database. It takes the data is has scraped, processes it to find the metric name and value, and then stores it along with a timestamp.

For more information on the data model used by Prometheus, visit https://prometheus.io/docs/concepts/data_model/.

Prometheus also comes with a powerful query engine and API, making it the perfect database for this kind of data. While it does come with basic graphing capabilities, it is recommended that you use Grafana, which is our final service and also the only one to be exposed publicly.

Grafana is an open source tool for displaying monitoring graphs and metric analytics, which allows you to create dashboards using time-series databases such as Graphite (https://graphiteapp.org), InfluxDB (https://www.influxdata.com), and also Prometheus. There are also further backend database options that are available as plugins.

The Docker Compose definition for grafana follows a similar pattern to our other services:


grafana:
  image: grafana/grafana
  container_name: grafana
  volumes:
    - grafana_data:/var/lib/grafana
  env_file:
    - grafana.config
  restart: unless-stopped
  ports:
    - 3000:3000
  depends_on:
    - prometheus


We are using the grafana_data volume to store Grafana's own internal configuration database, and rather than storing the environment variables in the Docker Compose file, we are loading them from an external file called grafana.config.

The variables are as follows:


GF_SECURITY_ADMIN_USER=admin
GF_SECURITY_ADMIN_PASSWORD=password
GF_USERS_ALLOW_SIGN_UP=false


As you can see, we are setting the username and password here, so having them in an external file means that you can change these values without editing the core Docker Compose file.

Now that we know the role each of the four services fulfills, let's launch them. To do this, simply run the following command from the /chapter12/prometheus/ folder:


$ docker-compose up -d


This will create a network and the volumes and pull the images from the Docker Hub. It will then go about launching the four services:



You may be tempted to go immediately to http://localhost:3000/; if you did, you would not see anything, as Grafana takes a few minutes to initialize itself. You can follow its progress by following the logs:


$ docker-compose logs -f grafana


The output of the command is given here:



Once you see the "Initializing HTTP Server" message, Grafana will be available. There is, however, one more thing we need to do before we access Grafana, and that is to configure our data source. We can do this by running the following command, which is for macOS and Linux only, to set up the data source using the API:


$ curl 'http://admin:password@localhost:3000/api/datasources' -X POST -H 'Content-Type: application/json;charset=UTF-8' --data-binary '{"name":"Prometheus","type":"prometheus","url":"http://prometheus:9090","access":"proxy","isDefault":true}'


The preceding command is available in the repository in the README.md file, so you don't have to type it out; you can copy and paste.



If you are unable to configure the data source using the API, then don't worry; Grafana will help you add one when you log in, which is what we are now going to do. Open your browser and enter http://localhost:3000/, and you should be greeted with a login screen:



Enter the User admin and the Password password. Once logged in, if you have configured the data source, you should see the following page:



If you haven't entered the data source, you will be prompted to; follow the onscreen instructions. You can use the information from the curl command further up; once you enter it, you will be taken to the New Dashboard screen.

Click on Home in the top left and you will be shown a menu. On the right-hand side is an Import Dashboard button; click on it to be taken to a page that will ask you to Upload .json File, enter a Grafana.com Dashboard or paste JSON. Enter the number 893 into the Grafana.com Dashboard box and click on the Load button. You will be taken to the import options:



Leave everything at its default options and select your data source, which should be Prometheus, the last option. Once this is complete, click on the Import button.

This will import the prepared Docker and system monitoring by Thibaut Mottet. This has been built with cadvisor, node-exporter, and Prometheus in mind; once imported, you should see something similar to the following:



As you can see, I have over 2 hours of metrics stored, which I can explore by clicking on the various graphs as well as the display options in the top right of the screen. For more information on the Grafana dashboard, go to the dashboards project page at https://grafana.com/dashboards/893/.

I have already mentioned that this is a complex solution; eventually, Docker will expand the recently released built-in endpoint, which presently only exposes information about the Docker Engine and not the containers themselves. For more information on the built-in endpoint, check out the official Docker documentation, which can be found at https://docs.docker.com/engine/admin/prometheus/.

There are other monitoring solutions out there; most of them take the form of third-party Software as a Service productions:


	Sysdig Cloud: https://sysdig.com/

	Datadog: http://docs.datadoghq.com/integrations/docker/

	CoScale: http://www.coscale.com/docker-monitoring/

	Dynatrace: https://www.dynatrace.com/capabilities/microservices-and-container-monitoring/

	SignalFx: https://signalfx.com/docker-monitoring/

	New Relic: https://newrelic.com/partner/docker

	Sematext: https://sematext.com/docker/



There are also other self-hosted options, such as:


	Elastic Beats: https://www.elastic.co/products/beats

	Sysdig: https://www.sysdig.org

	Zabbix: https://github.com/monitoringartist/zabbix-docker-monitoring



As you can see, there are a few well-established monitoring solutions listed; in fact, you may already be using them, so it would be easy for you when expanding your configuration to take into account your monitoring your containers.

Once you have finished exploring your Prometheus installation, don't forget to remove it by running:


$ docker-compose down --volumes --rmi all


This removes all of the containers, volumes, images, and network.
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We have looked at how we can extend to some other external platforms using tools such as Docker Machine, Docker Swarm, Docker for Amazon Web Services, and Rancher to launch Docker hosts and clusters into public cloud services such as Amazon Web Services, Microsoft Azure, and DigitalOcean.

In this section, we are going to take a quick look at three other container platforms, starting with Kubernetes using Tectonic.
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Tectonic by CoreOS is a fully managed Kubernetes installer; it is great for bootstrapping and managing large Kubernetes clusters from a central, easy-to-use interface. While it is a commercial offering, it is free to launch clusters of up to 10 nodes. To sign up, go to the product page at https://coreos.com/tectonic/ and follow the on-screen instructions.

Once you have signed up and downloaded Tectonic, you will be asked to run the installer, which creates a local web service:



It takes you to the guided installer:



As you can see from the preceding screen, the installer walks you through every step of defining your Kubernetes cluster. There are some very sensible defaults, so I recommend using those for your first installation.

Once you have provided the Tectonic installer with your public cloud credentials, details about the cluster size, your networking and DNS preferences, SSH keys, and so on, it will produce a Terraform configuration and then execute it for you.

Terraform is an open source orchestration tool written by HashiCorp; its one goal is to allow you to define your infrastructure as code. It works with most common public cloud providers and has quite a large coverage of each of their APIs, meaning you don't lose out on features by using the tool. For more information, see https://www.terraform.io/.

You get the option of downloading the Terraform code, along with other assets created by the Tectonic installer. I strongly recommend downloading them and keeping them safe as you will need them to tear down your cluster.



Once the installation has completed--it will take around 15 minutes--you will be given the option to access the Tectonic Console:



From here, you can manage your Kubernetes installation and download a kubectl configuration file so that you can interact with your Kubernetes cluster from the command line, as you would do with any other Kubernetes cluster:



Going forward, you have a fully functional Kubernetes cluster you can use like any other. I recommend following the tutorial on deploying your first application at https://coreos.com/tectonic/docs/latest/tutorials/first-app.html.

For full details on how to deploy your own Kubernetes cluster using Tectonic, check out their excellent installation guides at https://coreos.com/tectonic/docs/latest/, which cover Amazon Web Services, Microsoft Azure, OpenStack, and bare metal deployments.

Kubernetes is extremely complex to configure and maintain. While it can be straightforward to get a basic cluster up and running, configuring auto-scaling nodes and performing in-place upgrades can be very troublesome. Using Tectonic takes the hard work of performing these tasks away from you in a way where you can see exactly what it is doing, by downloading the Terraform assets. Also, it does it in a way that applies current Kubernetes best practices.

I would recommend that if you have an interest in Kubernetes, you check out Tectonic.
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Heroku is a little different than the other cloud services, as it is a considered a Platform as a Service (PaaS). Instead of deploying containers on it, you link your containers to that Heroku platform, from which it will be running a service, such as PHP, Java, Node.js, or Python. So you can run your Rails application on Heroku and then attach your Docker container to that platform.

The way you can use Docker and Heroku together is to create your application on the Heroku platform, and then in your code, you will have something similar to the following:


    {
      "name": “Application Name",
      "description": “Application to run code in a Docker
      container",
      "image": “<docker_image>:<tag>”,
      "addons": [ "heroku-postgresql" ]
    }


To take a step back, we first need to install the plugin to be able to get this functionality working. Simply run the following:


$ heroku plugins:install heroku-docker


Now, if you are wondering what image you can or should be using from the Docker Hub, Heroku maintains a lot of images you can use in the preceding code:


	heroku/nodejs

	heroku/ruby

	heroku/jruby

	heroku/python

	heroku/scala

	heroku/clojure

	heroku/gradle

	heroku/java

	heroku/go

	heroku/go-gb
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Amazon has their own container offering built on top of Docker, called Amazon Elastic Container Service, or Amazon ECS. Like most AWS services, it really comes into its own when used alongside other AWS services.

The service itself is free to use; you just pay for the underlying resources consumed by the containers you launch. Services include the following:


	Amazon Elastic Compute Cloud (EC2): This service provides the compute power (RAM, CPU, and network) for your ECS hosts. Without it, you don't have anywhere to launch your containers.

	Amazon Elastic Block Storage (EBS): EBS provides persistent block-level storage for your compute resources and containers.

	Elastic Load Balancing (ELB): These are Amazon-managed load balancers that span multiple availability zones (data centers) within your chosen region.

	Auto Scaling: This service allows you to scale your ECS cluster up and down, based on a number of user-defined alarms, such as the number of ECS hosts, CPU load, and the number of connections to an ELB, to name but a few.

	Virtual Private Cloud (VPC): This service allows you to create your own private networking with AWS to run all of your services in, giving you an extremely high level of control of the routing of your traffic within your VPC and also externally by letting you configure route tables, network ACLS, and security groups.



All of these services combined with Amazon's own container scheduler allow you to quickly create both highly scalable and also highly redundant container clusters that can be managed through the Amazon ECS web interface, the AWS command-line tools, or Amazon's powerful API.

For more information on Amazon ECS, visit the product page at https://aws.amazon.com/ecs/.
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For the final section of this chapter, we are going to discuss what production should look like. This section isn't going to be as long as you think it will be; this is due to the sheer number of options that are available, so it would be impossible to cover them all. Also, you should already have a good idea based on the previous sections and chapters on what would work best for you.

Instead, we are going to be looking at some questions you should be asking yourself with planning your environments.
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Docker hosts are the key component of your environment. Without these, you won't have anywhere to run your containers. As we have already seen in previous chapters, there are a few considerations when it comes to running your Docker hosts. The first thing you need to take into account is that your hosts, if they are running Docker, should not run any other services.
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You should resist the temptation of quickly installing Docker on an existing host and launching a container. This might not only have a security implication with you having a mixture of isolated and non-isolated processes on a single host, it can also cause performance issues as you are not able to add resource limits to your non-containerized applications, meaning that potentially, they can have a negative impact on your running containers.
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If you have a few more Docker hosts, how are you going to manage them? Running a tool such as Portainer is great, but it can get troublesome when attempting to manage more than a few hosts. Also, if you are running multiple isolated Docker hosts, you do not have the option of moving containers between hosts.

Sure, you can use tools such as Weave Net to span the container network across multiple individual Docker hosts. Depending on your hosting environment, you may also have the option of creating volumes on external storage and presenting them to Docker hosts as needed, but you are very much creating a manual process to manage the migration of containers between hosts.
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You need to consider how are you going to route requests among your containers if you have multiple hosts.

For example, if you have an external load balancer, such as an ELB in AWS or a dedicated device in front of an on-premise cluster, do you have the ability to dynamically add routes for traffic hitting port x on your load balancer to port y on your Docker hosts, at which point the traffic is then routed through to your container?

If you have multiple containers that all need to be accessible on the same external port, how are you going handle that?

Do you need to install a proxy such as Traefik (https://traefik.io/), HAProxy (http://www.haproxy.org/), or NGINX (https://nginx.org/) to accept and then route your requests based on virtual hosts based on domains or subdomains, rather than just using port-based routeing?

For example, you could use just ports for a website, everything on ports 80 and 443 to the container that is configured by Docker to accept traffic on those ports. Using virtual host routing means that you can route domain-a.com to container a and then domain-b.com to container b and that both domain-a.com and domain-b.com can point toward the same IP address and port.
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A lot of what we have discussed in the previous chapter can be solved by introducing clustering tools such as Docker Swarm, Kubernetes, or Cattle, to name a few.
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Even though an application works fine on a developer's local Docker installation, you need to be able to guarantee that if you take the application and deploy it to, for example, a Kubernetes cluster, it works in the same way.

Nine out of ten times you will not have a problem, but you do need to consider how the application is communicating internally with other containers within the same application set.
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Are there reference architectures available for your chosen clustering technology? It is always best to check when deploying a cluster; there are best-practice guides that are close to or match your proposed environment; after all, no one wants to create one big single point of failure.

Also, what are the recommended resources? There is no point in deploying a cluster with five management nodes and a single Docker host, just like there is little point in deploying five Docker hosts and single management server as you have quite a large single point of failure.

What supporting technologies does your cluster technology support, for example, remote storage, load balancers, and firewalls?
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What are the requirements when it comes to the cluster communicating with either management or Docker hosts? Do you need an internal or separate network to isolate the cluster traffic?

Can you easily lock a cluster member down to only your cluster? Is the cluster communication encrypted; what information about your cluster could be exposed; does this make it a target for hackers?

What external access does the cluster need to APIs, such as your public cloud providers? How securely are any API/access credentials stored?
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How is your application packaged? Have you baked the code into the image? If so, do you need to host a private local image registry, or are you okay with using an external service such as Docker Hub, Docker Trusted Registry (DTR), or Quay?

If you need to host your own private registry, where in your environment should it sit? Who has or needs access? Can it hook into your directory provider, such as an Active Directory installation?
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In this chapter, we looked at a few different workflows for Docker along with how to get some monitoring for your containers and Docker hosts up and running.

We looked at three external platforms and worked through some questions you should be asking yourself when defining what your production environments look like. As mentioned in the chapter, there is no real right answer for this; you know your own requirements, which may be different to mine or anyone else reading this.

The best thing you can do when it comes to your own environment is building a proof of concept and trying as hard as you can to cover every disaster scenario you can think of. You can get a head start by using a service such as Tectonic or Amazon ECS or by looking for a good reference architecture, which should all limit your trial and error.

In the next chapter, we are going to take a look at how you move service discovery from the container level to the application as well as looking at what your next step in the world of containers could be.
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We've made it to the last chapter and you've stuck with it until the end! In this chapter, we will look at how your applications can better run in a containerized environment by discussing discovery services. We will also look at where Docker is going and also how you can contribute to its future as well as to the community.
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So far, the applications we have been launching don't really have to know about the environment they are running in as we have been doing all of our routing at the network level. What if our application itself needed to be aware of where other containers are within our environment?
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One of the more popular options for discovery services, not only with Docker but also outside of the world of containers, is Consul. Consul is an open source service discovery engine by Hashicorp (https://www.hashicorp.com). Its four main features are:


	Service discovery

	Key/value storage

	Health checking

	Multi-data center awareness



We are going to be looking at just service discovery in detail; however, we will also touch on how the other Consul services could be used.
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The first thing we need to do is launch Consul. To do this, we will be using the official Consul image from the Docker Hub. It should be pointed out at this stage that this is not going to be a highly available Consul installation, though Consul does support highly available clustered configurations.

To launch our single Consul container, we should first create a network and then launch the container. To do that run the following commands:


$ docker network create consul
$ docker container run -d --name=consul --network=consul -p 8500:8500 -p 8600:8600/udp consul


As you can see, we have a network named consul and container with ports 8500 and 8600 open. We will look at port 8600 later in this section. For now, open your browser and go to http://localhost:8500/. This will open the Consul web GUI which is running on port 8500. You should be able to see something like the following:



As you can see, there is not much going on; we have a single service registered, which is Consul itself.
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Out of the box, Consul has no visibility or knowledge of your containers, so we have to find a way of making an HTTP request to Consul each time a container launches. There is a service called Registrator by Glider Labs (http://gliderlabs.com/registrator/) which does exactly this, so let's look at launching a container running Registrator:


$ docker container run -d \
  --name=registrator --network=consul \
  --volume=/var/run/docker.sock:/tmp/docker.sock \
  gliderlabs/registrator:latest consul://consul:8500


As you can see from the preceding command, our Registrator container has our Docker Engine's socket file mounted. This means that it has direct access to the Docker Engine running on our host and that it will be aware of all changes, such as launching new containers. The other thing you may notice is that Registrator was executed with the following: consul://consul:8500. This is all of the configuration we have to do. It tells Registrator to use Consul and also the URL that Consul can be accessed on. In our case, as we launched our Registrator container on the same network as the Consul container, all requests will be routed through to the name and port of target container, which in this case is Consul and port 8500.

Going back to our browser, you should be able to see that two additional services are now being displayed:



Because we called our Consul container consul and we exposed ports 8500 and 8600, Registrator has added these to Consul. Now that our new containers are being registered with Consul, we can launch a test container. Like other chapters, we will use the Cluster application, though this time we won't be too worried about being able to access the application itself.
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To launch the application container, run the following command:


$ docker container run -d -p 80 -l "SERVICE_NAME=cluster" -l "SERVICE_TAGS=app,web" russmckendrick/cluster


As you can see from the command, we have added two labels using the -l flag; these pass metadata to the Registrator service which then, in turn, sends the data to Consul. The two labels we added are:


	SERVICE_NAME: This names our services, allowing containers to be grouped together

	SERVICE_TAGS: This adds tags to our containers, useful when trying to identify a service



You should now notice a service called cluster in your browser; selecting it should give you some more information on the service itself:



You can see the tags we defined and we have 1 passing check in the service. We can also check the service using the API that is built into Consul. To do this, run the following command:


$ curl http://localhost:8500/v1/catalog/service/cluster/


This will return a JSON array containing information about the service, for example:


    [
     {
      "ID": "c6aeffbb-a64d-1d54-e335-f339e692dc71",
      "Node": "230667de6b6c",
      "Address": "127.0.0.1",
      "Datacenter": "dc1",
      "TaggedAddresses": {
      "lan": "127.0.0.1",
      "wan": "127.0.0.1"
     },
      "NodeMeta": {},
      "ServiceID": "fd2a45346a81:peaceful_shirley:80",
      "ServiceName": "cluster",
      "ServiceTags": [
      "app",
      "web"
     ],
      "ServiceAddress": "",
      "ServicePort": 32790,
      "ServiceEnableTagOverride": false,
      "CreateIndex": 184,
      "ModifyIndex": 184
     }
    ]


As you can see from the preceding example there are a few bits of important information about our running service.

We can see:


	The IP address of the host the container is running on (Address)

	The container UUID, name, and also which port is open on the container (ServiceID)

	The name of the service (ServiceName)

	The tags we defined (ServiceTags)



We can also find out details on the service itself, like which port is exposed on the host (ServicePort).

As well as the web-based API, Consul allows you to query its database using DNS.

We can query Consul's built-in DNS service on port 8600, which was opened up on the UDP protocol when we launched the Consul container; to do this, run the following command:


$ dig @127.0.0.1 -p8600 cluster.service.consul


You should see something like the following returned:


; <<>> DiG 9.8.3-P1 <<>> @127.0.0.1 -p8600 cluster.service.consul
; (1 server found)
;; global options: +cmd
;; Got answer:
;; ->>HEADER<<- opcode: QUERY, status: NOERROR, id: 43651
;; flags: qr aa rd; QUERY: 1, ANSWER: 1, AUTHORITY: 0, ADDITIONAL: 0
;; WARNING: recursion requested but not available

;; QUESTION SECTION:
;cluster.service.consul. IN 

;; ANSWER SECTION:
cluster.service.consul. 0 IN A 127.0.0.1

;; Query time: 1 msec
;; SERVER: 127.0.0.1#8600(127.0.0.1)
;; WHEN: Mon May 29 18:21:23 2017
;; MSG SIZE rcvd: 56


As our example is configured to use localhost / 127.0.0.1, the output isn't very interesting; however, we can get a little more detail by running:


$ dig @127.0.0.1 -p8600 cluster.service.consul SRV


As you can see from the following example, adding SRV to the end of the command has returned the SRV record, which gives more details on the ports being used (which in my case is port 32790):


; <<>> DiG 9.8.3-P1 <<>> @127.0.0.1 -p8600 cluster.service.consul SRV
; (1 server found)
;; global options: +cmd
;; Got answer:
;; ->>HEADER<<- opcode: QUERY, status: NOERROR, id: 21185
;; flags: qr aa rd; QUERY: 1, ANSWER: 1, AUTHORITY: 0, ADDITIONAL: 1
;; WARNING: recursion requested but not available

;; QUESTION SECTION:
;cluster.service.consul. IN SRV

;; ANSWER SECTION:
cluster.service.consul. 0 IN SRV 1 1 32790 230667de6b6c.node.dc1.consul.

;; ADDITIONAL SECTION:
230667de6b6c.node.dc1.consul. 0 IN A 127.0.0.1

;; Query time: 1 msec
;; SERVER: 127.0.0.1#8600(127.0.0.1)
;; WHEN: Mon May 29 18:25:44 2017
;; MSG SIZE rcvd: 98


Launch two more containers by running the following command twice:


$ docker container run -d -p 80 -l "SERVICE_NAME=cluster" -l "SERVICE_TAGS=app,web" russmckendrick/cluster


This changes the results to:


; <<>> DiG 9.8.3-P1 <<>> @127.0.0.1 -p8600 cluster.service.consul SRV
; (1 server found)
;; global options: +cmd
;; Got answer:
;; ->>HEADER<<- opcode: QUERY, status: NOERROR, id: 51192
;; flags: qr aa rd; QUERY: 1, ANSWER: 3, AUTHORITY: 0, ADDITIONAL: 3
;; WARNING: recursion requested but not available

;; QUESTION SECTION:
;cluster.service.consul. IN SRV

;; ANSWER SECTION:
cluster.service.consul. 0 IN SRV 1 1 32792 230667de6b6c.node.dc1.consul.
cluster.service.consul. 0 IN SRV 1 1 32790 230667de6b6c.node.dc1.consul.
cluster.service.consul. 0 IN SRV 1 1 32791 230667de6b6c.node.dc1.consul.

;; ADDITIONAL SECTION:
230667de6b6c.node.dc1.consul. 0 IN A 127.0.0.1
230667de6b6c.node.dc1.consul. 0 IN A 127.0.0.1
230667de6b6c.node.dc1.consul. 0 IN A 127.0.0.1

;; Query time: 1 msec
;; SERVER: 127.0.0.1#8600(127.0.0.1)
;; WHEN: Mon May 29 18:28:54 2017
;; MSG SIZE rcvd: 170


As you can see, we are now getting details on all three running containers that have been launched into the cluster service. This is also reflected in the web interface where we can now also see the three containers:



You can also filter on tags. For example, let's launch a fourth container but this time replace the app tag with dev by running:


$ docker container run -d -p 80 -l "SERVICE_NAME=cluster" -l "SERVICE_TAGS=dev,web" russmckendrick/cluster


We can then filter just the dev tag by running:


$ curl http://localhost:8500/v1/catalog/service/cluster?tag=dev


This should only return a single result, as should doing a dig on dev.cluster.service.consul by running:


$ dig @127.0.0.1 -p8600 dev.cluster.service.consul SRV


So far we have been using the Consul built-in API and DNS service to discover information about our containers. If you are hooking your own application into Consul then it is more than likely you will be using the API to find out information about the containers running on your host.

However, what if you just want to find out information about your containers to update a simple configuration file? Odds are you do not want to do a lot of work to write your own code to process data that is accessible in Consul.
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Hashicorp has also developed a supporting tool that allows you connect to a Consul installation and then parse a template, populating it with the results it finds. The tool is called Consul Template; if you are running macOS with a Homebrew installation, you can install consul-template by running:


brew install consul-template


If you don't have Homebrew, then installation instructions can be found on the project's GitHub page which you can find at https://github.com/hashicorp/consul-template/.

Let's create a simple template that puts the Address and Port of each of the containers in our cluster service into a really basic configuration file. We will save the template to /tmp/consul.ctmpl:


$ echo $'{{range service "cluster"}}server {{.Address}}:{{.Port}}\n{{end}}' > /tmp/consul.ctmpl


Consul Template uses the Go Template format; for more information on this format, see https://golang.org/pkg/text/template/.

As you can see from the example, we are querying the service called cluster using {{range service "cluster"}}. By not having the word server in curly braces, we are displaying it rather than a value from Consul. We are then getting the value for the IP address using {{.Address}} and the same for the port by using {{.Port}}. Note that we are also adding a : and a line break \n. Finally, we are telling the query that we have all of the information we need and it should move on to the next result, or finish, by adding {{end}}.

Now that we have our template, we can run the following command to run the query and output the file with the details on our service called cluster to a file called /tmp/consul.result:


$ consul-template -once -consul-addr 127.0.0.1:8500 -template /tmp/consul.ctmpl:/tmp/consul.result


Opening the output file should show you something similar to mine:


server 127.0.0.1:32792
server 127.0.0.1:32790
server 127.0.0.1:32791
server 127.0.0.1:32793


If you noticed, the command we ran to generate the template had the -once flag in it; this told consul-template to run once and then quit. If we omitted this flag, consul-template would continue to run and every time a change was made to our cluster service, the template file would be regenerated. Using -exec we could execute a command each time the configuration file was rewritten. For example, run something like the following command:


$ consul-template -consul-addr 127.0.0.1:8500 \
  -template /tmp/nginx.ctmpl:/etc/nginx/conf.d/default.conf \
  -exec "systemctl nginx reload"


This would generate an NGINX config file and reload the service each time a container was added or removed from our service.

Add to that information you could get from the key/value store, which could be useful for storing configuration such as entries we would use in our NGINX configuration:



Think of a key/value store as a database for environment variables. For example, when we are launching containers, we can set something like DOMAIN_NAME = www.domain.com. In this example, the key would be DOMAIN_NAME and the value www.domain.com.

The advantage of using the key/value store in Consul is that the information available in the API at:


$ curl http://localhost:8500/v1/kv/nginx/app/domain?raw


It is also available in consul-template:


$ echo $'{{range service "cluster"}}{{ key "nginx/app/domain" }} {{.Address}}:{{.Port}}\n{{end}}' > /tmp/consul.ctmpl
$ consul-template -consul-addr 127.0.0.1:8500 -template /tmp/consul.ctmpl:/tmp/consul.result


The command gives the following result:


my-awesome-app.com 127.0.0.1:32792
my-awesome-app.com 127.0.0.1:32790
my-awesome-app.com 127.0.0.1:32791
my-awesome-app.com 127.0.0.1:32793
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As already mentioned at the start of this section, I would not recommend running Consul in a single-node configuration. One of the key features of Consul is its ability to run in a highly available cluster. For more information on running a highly available Consul cluster, see the Consul agent in the Client Mode section of the Consul images, the Docker Store page at https://store.docker.com/images/consul/, or the Consul Getting Started guide at https://www.consul.io/intro/getting-started/install.html.
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An alternative to Consul is etcd. If you are going extremely lightweight with your host environments and using CoreOS, then you should already be very familiar with etcd as it is the default service discovery service for CoreOS. It uses a dynamic configuration registry to do discovery. When etcd is configured on each CoreOS host, they can do key/value distribution and replication, which allows them to discover each other as well as new etcd hosts.

To find out more about etcd, refer to https://en.wikipedia.org/wiki/CoreOS#ETCD. You can also visit https://github.com/coreos/etcd, which contains information not just about what etcd can do, but also the ways you can get support for it, roadmap, mailing list, and reported bugs. You can also refer to https://coreos.com/etcd/.

Registrator also supports etcd as a backend service, meaning that if you already have etcd up and running as part of your CoreOS or Kubernetes installation, it will be easy to hook your own services in.
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There is nothing stopping you from also using the Docker API; however, it is quite complicated and very easy to overwhelm yourself with information. For example, let's look at launching a simple, single container by running:


$ docker container run -d -p 80 russmckendrick/cluster


That is the only running container on my host. Running the following command will query the Docker API, listing all of the running containers as a JSON array:


$ curl --unix-socket /var/run/docker.sock "http:/v1.27/containers/json" | python -m json.tool


This returns the following information:


    [
     {
      "Command": "supervisord -c /etc/supervisord.conf",
      "Created": 1496083791,
      "HostConfig": {
        "NetworkMode": "default"
      },
      "Id":  
    "a4c2c76ace78e25e1c42833967447042f8607c453c14f443b730f605f2e6 5039",
       "Image": "russmckendrick/cluster",
       "ImageID":   "sha256:53b0bf5f7c7cd98bb2e1d259cb93d222a7612002b761aed511fc6978a49335c2",
      "Labels": {},
      "Mounts": [],
      "Names": [
         "/relaxed_cori"
       ],
      "NetworkSettings": {
        "Networks": {
          "bridge": {
            "Aliases": null,
            "EndpointID": "2707504775f366e46995017d74feacc748fd42e31f8d96bb38dc00d9bc68535f",
            "Gateway": "172.17.0.1",
            "GlobalIPv6Address": "",
            "GlobalIPv6PrefixLen": 0,
            "IPAMConfig": null,
            "IPAddress": "172.17.0.2",
            "IPPrefixLen": 16,
            "IPv6Gateway": "",
            "Links": null,
            "MacAddress": "02:42:ac:11:00:02",
            "NetworkID": "a42aafd143a718fec2d790615dce9edcd03b84ed3176c270193e0fcb4ff945c4"
            }
         }
       },
      "Ports": [
         {
           "IP": "0.0.0.0",
           "PrivatePort": 80,
           "PublicPort": 32794,
          "Type": "tcp"
         }
      ],
      "State": "running",
     "Status": "Up 34 seconds"
     }
    ]


As you can see, that is basically the same information that the Docker client returns when you run:


$ docker container ls


You can then find out more information on the running container by running the following, ensuring you replace the long container ID with that of your own:


$ curl --unix-socket /var/run/docker.sock "http:/v1.27/containers/a4c2c76ace78e25e1c42833967447042f8607c453c14f443b730f605f2e65039/json" | python -m json.tool


There is way too much information returned to display here, just short of 200 lines of information to be exact. Also, the information returned is a more verbose version of what you would see if you were to run:


$ docker container inspect container_name


While it is possible to use the Docker API for service discovery, I would not recommend it due to the steep learning curve and because there are much more suitable applications such as Consul and etcd available. You can find out more information on the API including its full definition at the following URL: https://docs.docker.com/engine/api/v1.29/.
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One of the announcements made at DockerCon 2017 was the Moby Project. When this project was announced, I had a few questions about what the project is from work colleagues, because on the face of it, Docker have appeared to have released another container system.

So how did I answer? After a few days of getting puzzled looks, I settled on the following answer:

Moby Project is the collective name for an open source project that collects together several libraries used to build container-based systems. The project comes with its own framework for combining these libraries into a usable system and also a reference system called Moby Origin; think of this as a "hello world" that allows you to build and even customize your own Docker.

One of two things happened after I gave the answer; typically the response was "but what does that actually mean?" I responded by saying:

Moby Project is the open source playground for Docker (the company) and anyone else who wishes to contribute to the project to develop new and extend existing features to the libraries and frameworks that go to make up container-based systems in a public forum. One output of this is the bleeding-edge container system called Moby Origin and the other is Docker (the product), which is delivered as the open source community edition or the commercially supported enterprise edition.

For anyone who asks for an example of a similar project that combines a bleeding-edge version, a stable open source release, and an enterprise supported version, I explain what Red Hat do with Red Hat Enterprise Linux:

Think of it like the approach Red Hat have taken with Red Hat Enterprise Linux. You have Fedora, which is the bleeding edge version development playground for Red Hat's operating system developers to introduce new packages, features, and also to remove old outdated components. Typically, Fedora is a year or two ahead of the features found in Red Hat Enterprise Linux, which is the commercially supported long-term release based on the work done in the Fedora project; as well as this release, you also have the community support version in the form of CentOS.

You may be thinking to yourself, why has this only been mentioned right at the very end of the book? Well, at the time of writing this, the project is still very much in its infancy. In fact, work is still ongoing to transition all of the components required for Moby Project from the main Docker projects.

The only real usable component of the project as I write this is LinuxKit, which is the framework that pulls together all of the libraries and outputs a bootable system that is capable of running containers.

Due the extremely fast pace of the project, I am not going to give any examples on how to use LinuxKit or go into any more detail about Moby Project as it is likely to change by the time you read this; instead, I would recommend bookmarking the following pages to keep up to date with this exciting development:


	The project's main website at https://mobyproject.org/

	Moby Project GitHub pages at https://github.com/moby/

	The Moby Project Twitter account, a good source of news and links to how-to's at https://twitter.com/moby/ 

	The home of LinuxKit, which contains examples and instructions on how to get started at https://github.com/linuxkit/
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So you want to help contribute to Docker? Do you have a great idea that you would like to see in Docker or one of its components? Let's get you the information and tools that you need to do that. If you aren't a programmer-type person, there are other ways you can help contribute as well. Docker has a very massive audience and another way you can help contribute is to help with supporting other users with their services. Let's learn how you can do that as well.
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One of the biggest ways you can contribute to Docker is helping with the Docker code. Since Docker is all open source, you can download the code to your local machine and work on new features and present them as pull requests back to Docker. They will then get reviewed on a regular basis and if they feel what you have contributed should be in the service, they will approve the pull request. This can be very humbling when it comes to knowing that something you have written has been accepted.

You first need to know how you can get set up to contribute: pretty much everything at the Docker (https://github.com/docker/) and Moby Project, which we spoke about in the previous section. But how do we go about getting set up to help contribute? The best place to start is by following the guide that can be found on the official Docker documentation at https://docs.docker.com/project/who-written-for/.

As you may have already guessed, you do not need much to get a development environment up and running as a lot of development is done within containers. For example, other than having a GitHub account, Docker list the following three pieces of software as the bare minimum:


	Git: https://git-scm.com/

	Make: https://www.gnu.org/software/make/D

	Docker: if you made it this far you shouldn't need a link



You can find more details on how to prepare your own Docker development for Mac and Linux at https://docs.docker.com/opensource/project/software-required/ and for Windows users at https://docs.docker.com/opensource/project/software-req-win/.

To be a successful open source project, there have to be some community guidelines. I recommend reading through the excellent quickstart guide which can be found at https://docs.docker.com/opensource/code/ as well the more detailed contribution workflow documentation at https://docs.docker.com/opensource/workflow/make-a-contribution/.

Docker are currently in the process of adopting a formal code of conduct; until that is in place, they ask that all contributors follow the contributor covenant, which is as follows:

As contributors and maintainers of this project, we pledge to respect all people who contribute through reporting issues, posting feature requests, updating documentation, submitting pull requests or patches, and other activities. We are committed to making participation in this project a harassment-free experience for everyone, regardless of level of experience, gender, gender identity and expression, sexual orientation, disability, personal appearance, body size, race, ethnicity, age, or religion.

Examples of unacceptable behavior by participants include the use of sexual language or imagery, derogatory comments or personal attacks, trolling, public or private harassment, insults, or other unprofessional conduct. Project maintainers have the right and responsibility to remove, edit, or reject comments, commits, code, wiki edits, issues, and other contributions that are not aligned to this Code of Conduct. Project maintainers who do not follow the Code of Conduct may be removed from the project team.

Instances of abusive, harassing, or otherwise unacceptable behavior may be reported by opening an issue or contacting one or more of the project maintainers. This Code of Conduct is adapted from the Contributor Covenant, version 1.0.0, available from http://contributor-covenant.org/version/1/0/0/.



            

            
        
    
        

                            
                    Offering Docker support

                
            
            
                
You can also contribute to Docker by other means beyond contributing to the Docker code or feature sets. You can help by using the knowledge you have obtained to help others in their support channels. The community is very open and someone is always willing to help. I have found it of great help when I run into something that I come across and am found scratching my head. It's also nice to get help but also to contribute back to others then; a nice give and take. It also is a great place to harvest ideas for you to use. You can see what questions others are asking based on their setups and it could spur ideas that you may want to think about using in your environment.

You can also follow the GitHub issues that are brought up about the services. These could be feature requests and how Docker may implement them or they could be issues that have cropped up through the usage of services. You can help test out the issues that others are experiencing to see whether you can replicate the issue or whether you find a possible solution to their issue.

Docker has a very active community which can be found at https://community.docker.com/; here you will not only be able to see the latest community news and events, you will also be able to chat with Docker users and developers in their Slack channels. At the time of writing, there are over 80 channels covering all sorts of topics such as Docker for Mac, Docker for Windows, Alpine Linux, Swarm, Storage, and Network to name but a few, with hundreds of active users at any one time.

Finally, there are also the Docker forums, which can be found at https://forums.docker.com/. These are a good source if you want to search for topics/problems or keywords.



            

            
        
    
        

                            
                    Other contributions

                
            
            
                
There are other ways to contribute to Docker as well. You can do things such as promoting the service and gathering interest at your institution. You can start the communication through your own organisation's means of communications, whether that be email distribution lists, group discussions, IT round tables, or regularly scheduled meetings. You can also schedule meetups within your organisation to get people talking. These meetups are designed to not only include your organisation but the city or town members that your organisation is in to get more widespread communication and promotion of the services. You can search whether there are already meetups in your area by visiting https://www.docker.com/community/meetup-groups.



            

            
        
    
        

                            
                    Summary

                
            
            
                
In this chapter, we looked at how you can extend your application's awareness on the environment it is running by using service discovery tools.

For the most part, you may not need to go to this level of integration with your hosting platform. However, to truly ensure that your application has the least number of single points of failure, combining service discovery with technologies we discussed in previous chapters such as Docker Swarm should ensure that you are deploying your application on a highly available, self-healing, and production-ready platform.

We also took a brief look at how you can contribute to both Docker and Moby Projects either by contributing code, support, or just spreading the word on containerization.
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russ in ~
4 docker container attach nginx-test
172.17.6.1 - - [24/Jun/2017:13:03:53 +6000] "GET / HTTP/1.1" 200 612 "-" "Mozilla/5.0 (Macintos!
tel Mac 05 X 16_12_5) AppleWebKit/663.2.4 (KHTML, like Gecko) Version/10.1.1 Safari/663.2.4" "

In

172.17.6.1 - - [24/Jun/2017:13:03:54 +0806] "GET / HTTP/1.1" 260 612 "-" "Mozilla/5.8 (Macintosh; In
tel Mac 0S X 16_12_5) AppleWebKit/683.2.4 (KHTML, like Gecko) Version/10.1.1 Safari/663.2.4" "-"
172.17.6.1 - - [247Jun/2017:13:03:54 +0800] "GET / HTTP/1.1" 200 612 "Mozi1la/5.8 (Macintosh; In
tel Mac 0S X 16_12_5) AppleWebKit/683.2.4 (KHTML, like Gecko) Version/10.1.1 Safari/603.2.4" "-"
ACruss in ~

Eal .
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russ in ~
4 docker node ps.

ID NAME IMAGE NODE DESIRED STATE CURRENT STATE ERROR PORTS
russ in ~

#4 docker node ps swarm-manager

ID NAME IMAGE NODE DESIRED STATE CURRENT STATE ERROR PORTS

russ in ~

4 docker node ps swarm-worker2

» NAME IMAGE NODE DESIRED STATE CURRENT STATE
ERROR  PORTS

1gzpro2orddd cluster.l russmckendrick/cluster:latest swarm-worker62 Running Running 5 hou

rs ago

russ in ~

%[ .
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russ in ~
# docker service scale cluster=6
Cluster scaled to 6

russ in ~
# docker service 1s
1 NAME  MODE REPLICAS IMAGE
39tavoc7gpsy cluster replicated 6/6 russmckendrick/cluster:latest
russ in ~
#4 docker node ps swarm-manager
» NAME IMAGE NODE DESIRED STATE CURRENT STATE
ERROR  PORTS
O7udmgksfknb cluster.3 russmckendrick/cluster:latest swarm-manager Running Running 43 sec
onds ago
rtczzs6jen30 cluster.4 russmckendrick/cluster:latest swarm-manager Running Running 43 sec
onds ago
92dgdyn3ilol cluster.6 russmckendrick/cluster:latest swarm-manager Running Running 43 sec
onds ago
russ in ~
4 docker node ps swarm-worker2
» NAME IMAGE NODE DESIRED STATE CURRENT STATE
ERROR  PORTS
1gzpro2oradd cluster.l russmckendrick/cluster:latest swarm-worker62 Running Running 5 hou
rs ago
80ggn7itwrkk cluster.2 russmckendrick/cluster:latest swarm-workeré2 Running Running about
a minute ago
d2dhcwwzzhh3  cluster.5 russmckendrick/cluster:latest swarm-workeré2 Running Running about
a minute ago
russ in ~

%[ .
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in
# docker image pull nginx

Using default tag: latest

latest: Pulling from library/nginx

13052081551 Pull complete

226f4ec56ba3: Pull complete

53d7dd52b97d: Pull complete

Digest: sha256:41ad9967ead48d7c2b203c699b429abeledsaf331cd92533960C6d77490e0268

Status: Downloaded newer image for nginx:latest
in

# docker container run -d --name nginx-test -p 8080:80 nginx

©9e24e5036561147426252964308F2aeeef008b20c54272724699994dd50010
in

localhost

Welcome to nginx!

If you see this page, the nginx web server is successfully installed and
working. Further configuration is required.

For online documentation and support please refer to
Commercial support is available at .

Thank you for using nginx.
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masteringdocker/dockerfile-example v

Repoinfo  Tags  Dockerfle  BuldDetals  Build Settings  Collaborators ~ Webhooks  Settings.

SourceRef Dockerfile Location Docker Tag Build Created utc
master /chapter02/dockerfile- latest afew seconds ago 2017-06-17T14:03:06.938Z
example/
Build Code
bgar74stiksnkrervhiodks
README
Dockerfile

FROM alpine:latest
LABEL maintainer="Russ McKendrick <russ@mckendrick.io>"
LABEL description="This example Dockerfile installs NGINX."
RUN apk add --update nginx && \

rm -rf /var/cache/apk/* && \

mkdir -p /tmp/nginx/

COPY files/nginx.conf /etc/nginx/nginx.conf
COPY files/default.conf /etc/nginx/conf.d/default.conf
ADD files/html.tar.gz /usr/share/nginx/

EXPOSE 80/tcp

ENTRYPOINT [ “nginx"]
o [ "daemon off;"]
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russ in ~/Documents/Code/mastering-docker/chapterd6/exampl
4 docker-compose exec worker ping -c 3 db

PING db (172.19.6.4): 56 data bytes

64 bytes from 172.19.0.4: icmp_seq=8 tt1=64 time=0.082 ms
64 bytes from 172.19.0.4: icmp_seq=1 tt1=64 time=0.037 ms
64 bytes from 172.19.0.4: icmp_seq=2 ttl=64 time=0.035 ms
--- db ping statistics ---

3 packets transmitted, 3 packets received, 0% packet loss
round-trip min/avg/max/stddev = 0.035/0.051/0.082/0.600 ms
russ in ~/Documents/Code/mastering-docker/chapter86/exanple-voting-app on master*

%[

oting-app on master*
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# docker container stop redis moby-counter
redis

moby-counter

russ in ~

4 docker container prune

WARNING! This will remove all stopped containers.

Are you sure you want to continue? [y/N] y

Deleted Containers:
177937210580D424d7b46104257089e4116171465C4bODOIEB192b00520T65
‘8ed5183eded1c994b86c279ab15ac44T fe15C2a57111b2287170221dc320633

Total reclaimed space: 6 B
russ in ~

4 docker network prune

WARNING! This will remove all metworks not used by at least one container.
Are you sure you want to continue? [y/N] y

Deleted Networks:

moby-counter

russ in ~
4 docker volume prune

WARNING! This will remove all volumes not used by at least one container.
Are you sure you want to continue? [y/N] y

Deleted Volumes:

719d0cc4150bc76 ed5e9b8893e2CF54710ac691233451604 dba31fodd2d2a
d616717e€25b5501171144e9030ee44140b463c20925450b 160065678 eesab
redis_data

Total reclaimed space: 743 B
russ in ~

%[ .
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russ in ~/Documents/Code/mastering-docker/chapter62/env-example on master*

4 docker image build --tag local/apache-php:5 .

Sending build context to Docker daemon 9.728 kB

Step 1/8 : FROM alpine:latest

---> 241a7446062d

Step 2/8 : LABEL maintainer "Russ McKendrick <russ@mckendrick.io>"
Using cache

30f4D9f2F17

Step 3/8 : LABEL description "This example Dockerfile installs Apache & P!
Using cache

470f6dcafafo

Step 4/8 : ENV PHPVERSION 5

Running in c7c42e66da7a

247372667066
Removing intermediate container c7c42e66da’a
Step 5/8 : RUN apk add --update apache2 php${PHPVERSION}-apache2 php${PHPVERSION} 8& m-rf
/var/cache/apk/* & mkdir /run/apache2/ 8& rm -rf /var/waw/localhost/htdocs/index.ht
m & echo "<2php phpinfo(); ?>" > /var/ww/localhost/htdocs/index.php && chmod 755

/var/waw/1ocalhost/htdocs/ index. php

---> Running in 54ale94aff3a

fetch http://dl-cdn.alpinelinux.org/alpine/v3.6/main/x86_64/APKINDEX. tar .gz
fetch http://dl-cdn.alpinelinux.org/alpine/v3.6/community/x86_64/APKINDEX. tar .gz
(1/15) Installing libuuid (2.28.2-r2)

(2/15) Installing apr (1.5.2-r1)

(3/15) Installing expat (2.2.6-r0)

(4/15) Installing apr-util (1.5.4-r3)

(5/15) Installing pcre (8.46-r2)

(6/15) Installing apache2 (2.4.25-r1)

Executing apache2-2.4.25-r1.pre-install

(7/15) Installing phps-common (5.6.36-r3)

(8/15) Installing ncurses-terminfo-base (6.6-r7)
(9/15) Installing ncurses-terminfo (6.6-r7)
(16/15) Installing ncurses-1ibs (6.6-r7)

(11/15) Installing readline (6.3.608-r5)

(12/15) Installing libxml2 (2.9.4-r3)

(13/15) Installing php5-cli (5.6.30-r3)

(14/15) Installing phps (5.6.30-r3)

(15/15) Installing phps-apache2 (5.6.36-r3)
Executing busybox-1.26.2-r4. trigger

OK: 47 MiB in 26 packages.

---> 1c9a61cd8ccd

Removing intermediate container 54ale9daff3a
Step 6/8 : EXPOSE 86/tcp

> Running in 19a64aedaedb

ee3adeSatsbb

Removing intermediate container 19a64aedaedb
Step 7/8 : ENTRYPOINT httpd

Running in e548f6cO14f9

740240feasaa

Removing intermediate container e548f0co14f9
Step 8/8 : CMD -D FOREGROUND

Running 1n 0ae212146bde

de3cbclc775b

Removing intermediate container ©ae212146bde
Successfully built de3cbclc775b

russ in ~/Documents/Code/master ing-docker/chapter62/env-example on master*®

%0
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% docker container exec nginx-test cat /etc/debian_version
9.0

in
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russ in ~/Documents/Code/mastering-docker/chapter62/env-example on master*

4 docker image build --tag local/apache-php:7 .

Sending build context to Docker daemon 9.728 kB

Step 1/8 : FROM alpine:latest

---> 241a7446062d

Step 2/8 : LABEL maintainer "Russ McKendrick <russ@mckendrick.io>"
Running in 8e8deccafdca

30f4b9f2f17

Removing intermediate container 8esdeccafdca

Step 3/8 : LABEL description "This example Dockerfile installs Apache & P!
Running in f3f77b619bbb

470f6dcafafe

Removing intermediate container f3f77b619bbb

Step 4/8 : ENV PHPVERSION 7

> Running in 7ef24725815

07f84c331c91
Removing intermediate container 7ef24725f815
Step 5/8 : RUN apk add --update apache2 php${PHPVERSION}-apache2 php$({PHPVERSION} 8& m-rf
/var/cache/apk/* & mkdir /run/apache2/ 8& rm -rf /var/waw/localhost/htdocs/index.ht
m & echo "<2php phpinfo(); ?>" > /var/ww/localhost/htdocs/index.php && chmod 755

/var/waw/1ocalhost/htdocs/ index. php

---> Running in 702e84316680

fetch http://dl-cdn.alpinelinux.org/alpine/v3.6/main/x86_64/APKINDEX. tar .gz
fetch http://dl-cdn.alpinelinux.org/alpine/v3.6/community/x86_64/APKINDEX. tar gz
(1/14) Installing libuuid (2.28.2-r2)

(2/14) Installing apr (1.5.2-r1)

(3/14) Installing expat (2.2.6-r0)

(4/14) Installing apr-util (1.5.4-r3)

(5/14) Installing pcre (8.46-r2)

(6/14) Installing apache2 (2.4.25-r1)

Executing apache2-2.4.25-r1.pre-install

(7/14) Installing php7-common (7.1.5-r8)

(8/14) Installing ncurses-terminfo-base (6.0-r7)
(9/14) Installing ncurses-terminfo (6.6-r7)
(16/14) Installing ncurses-1ibs (6.6-r7)

(11/14) Installing libedit (20176329.3.1-r2)
(12/14) Installing libxml2 (2.9.4-r3)

(13/14) Installing php7 (7.1.5-r6)

(14/14) Installing php7-apache2 (7.1.5-r@)
Executing busybox-1.26.2-r4. trigger

OK: 25 MiB in 25 packages.

7c970a213c0

Removing intermediate container 70ae843f6680
Step 6/8 : EXPOSE 86/tcp

Running 1n c1b35bb930e6

20897033435

Removing intermediate container c1b35bb936es
Step 7/8 : ENTRYPOINT httpd

Running in 0e385a67787f

21793aSee3d3

Removing intermediate container @e385a6f78ff
Step 8/8 : CMD -D FOREGROUND

Running 1n bc5dédbafese

b152887563e2

Removing intermediate container bcsd6dbaf8ec
Successfully built bl5ag87563e2

russ in ~/Documents/Code/master ing-docker/chapter62/env-example on master®

%[
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# docker container run -d --name nginx-test -p 8089:86 nginx

Unable to find image 'nginx:latest’ locally

latest: Pulling from library/nginx

13d52081551: Pull complete

226f4ec56ba3: Pull complete

53d7dd52097d: Pull complete

Digest: sha256:41ad9967ead48d7c2b203c699b429abeled5af331cd92533960C6477490€0268
Status: Downloaded newer image for nginx:latest
8cb5bdacdeacs62e92dcaada856534586a24557d0889c 3808 6elabededdedd

russ in ~
# docker image 1s

REPOSITORY TAG IMAGE ID CREATED SIZE
hello-world latest 1815826520 9 days ago 1.84 kB
nginx latest 958a72e9e569 3 weeks ago 109 HB
russ in ~

%[
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# docker image build --tag local:dockerfile-example .

Sending build context to Docker daemon 71.68 kB

Step 1/10 : FROM alpine:latest

latest: Pulling from library/alpine

2aecc7e1714b: Pull complete

Digest: sha256:0b94d1d1b5eb136dd6253374552445b39470653b1alec2d81490948876462C
Status: Downloaded newer image for alpine:latest

---> 241a7446062d

Step 2/10 : LABEL maintainer "Russ McKendrick <russémckendrick.io>"

> Running in 48795b7150c9

> b7327f3bdae9

Removing intermediate container 48795b7156c9

Step 3/10 : LABEL description "This example Dockerfile installs NGINX."
> Running in f603312444da

> 3ael747eb298

Removing intermediate container f603312444da

Step 4/10 : RUN apk add --update nginx & rm -rf /var/cache/apk/* &
---> Running in ff33a9a9dlb

fetch http://dl-cdn.alpinelinux.org/alpine/v3.6/main/x86_64/APKINDEX. tar .gz
fetch http://dl-cdn.alpinelinux.org/alpine/v3.6/community/x86_64/APKINDEX. tar .gz
(1/2) Installing pcre (8.46-r2)

(2/2) Installing nginx (1.12.6-r2)

Executing nginx-1.12.0-r2.pre-install

Executing busybox-1.26.2-r4. trigger

OK: 5 MiB in 13 packages

> 6f3e3cOebb7e

Removing intermediate container ff33agadedld

Step 5/10 : COPY files/nginx.conf /etc/nginx/nginx.conf

---> 67ef10644d1e

Removing intermediate container cfb8a62593c

Step 6/10 : COPY files/default.conf /etc/nginx/conf.d/default.conf
---> 29784630ef94

Removing intermediate container 79a473c@3afb

Step 7/10 : ADD files/html.tar.gz /usr/share/nginx/

---> c4580e80db6T

Removing intermediate container 2b8fd3daabs?

Step 8/10 : EXPOSE 86/tcp

> Running in 92d6c187cbac

> 35668e5da79a

Removing intermediate container 92d6c187cbac

Step 9/10 : ENTRYPOINT nginx

> Running in 3481058837t

> 32976921ec29

Removing intermediate container 34810588031

Step 16/16 : CMD -g daemon off;

> Running in 811522400485

> c64e6e3c31ds

Removing intermediate container 81152a4b0485

Successfully built c64e6e3c3l1ds

russ in ~/Desktop/dockerf1le-example

%[

mkdir -p /tmp/nginx/
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"Set dashboard version to 1 where 8"
grafana | t=2017-67-69769:59:38+0600 1vl=info msg="Executing migration” logger=migrator id=
"save existing dashboard data in dashboard version table v1"

grafana | t=2017-67-69769:59:39+0800 lvl=info msg="Created default admin user: admin"
grafana | t=2017-67-69769:59:39+0000 lvl=info msg="Starting plugin search” logger=plugins
grafana | t=2017-67-69769:59: 1vl=warn msg="Plugin dir does not exist” logger=plugin
s dir=/var/lib/grafana/plugins

grafana | t=2017-67-69769:59:39+0600 1vl=info msg="Plugin dir created” logger=plugins dir=/
var/1ib/grafana/plugins

grafana | t=2017-67-69769:59:39+0600 1vl=info msg="Initializing Alerting" logger=alerting.e
ngine

grafana | t=2017-67-69769:59:33+0600 1vl=info msg="Initializing CleanUpService” logger=clea
nup

grafana 1 nfo msg="Initializing Stream Manager"

grafana 1 nfo msg="Initializing HTTP Server” logger=http.se

rver address=0..6.0:3000 protocol=http subUrl= socket=

il .
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# docker network s

NETWORK ID NAME DRIVER SCOPE
732497154005 bridge bridge Tocal
89729940470 host host 1ocal
adfdeatseced moby-counter bridge 1ocal
f4eabb65bbBe moby-counter2 bridge 1ocal
ec7b8ac4791c none null 1ocal

russ in ~/Documents/Code/docker /moby-counter on master*

%[





assets/8c920008-7481-4a81-a7dc-1c59912f1147.png
named: grafana data 3000

\
\fvar/lib/grafana,

./prometheus.yml named: prometheus_data
1

E grafana
\/etc/prometheus/prometheus yml /prometheus e ’ ’

.Iprometheus Ua/sys i / ‘ /proc
3

T var \/Var/ll.b/docker ,7sys thost, - “Tootfs \rootfs thost -

\\‘\~i"" \\‘~; .i
cadvisor node-exporter

/Var/runl\ Ivar/lib/docker/
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mage pu
latest

Pull complete
Pull complete

Pull complete
sha256:41ad9967ea448d7c2b203c699b429abeled5af331cd92533900c6d77490e0268
Downloaded newer image for nginx:latest

:\Users\russm> container run --name nginx-test 8080:80 nginx
c66e8705da2eae38460dfff33e4f9d698077dc04dc3f4054a61c53cc86Fd0c3d
PS C:\Users\russm>

B welcometongind X |+ - o x

& > O | roalosts

Welcome to nginx!

If you see this page, the nginx web server is successfully installed and
working. Further configuration is required.

For online documentation and support please refer to
Commercial support is available at

Thank you for using ngin.
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rancher.com

PSE RANCHERLABS  Products v Leam v Community v About v Support v

Simple, easy-to-use container
management

Running containers in production can be hard. We make it easy.

Need help? Get Support

Rancher Labs develops open source software that makes it easy to

deploy and manage containers in production on any infrastructure.
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russ in ~

# docker container 1s -a

CONTAINER ID
277a7efat462
5bbc78af29c8
194183e8569D
922b7b8b1e40
€92a0696e62C
44e72e110672
becaa68faeac
russ in ~

%[

IMAGE
nginx
nginx
nginx
nginx
nginx
nginx
nginx

COMMAND
“nginx
“nginx
“nginx
“nginx
“nginx
“nginx
“nginx

CREATED

About
About
About
About
About
About
About

hour
hour
hour
hour
hour
hour
hour

ago
ago
ago
ago
ago
ago
ago

STATUS
Up 17 seconds.
Up 20 seconds
Up 23 seconds.
Up 27 seconds
Up 30 seconds
Exited (8) 4 minutes ago
Up 5 minutes

PORTS
86/tcp
86/tcp
86/tcp
86/tcp
86/tcp

0.0.0.0:8080->80/tcp

NAMES
nginxs

nginx4

nginx3

nginx2

nginxl
nginx-foreground
nginx-test
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russ in ~
# docker $(docker-machine config docker-digitalocean) container exec moby-counter ping -c 3 redis
PING redis (1.32.0.1): 56 data bytes

64 bytes from 10.32.0.1: seq=9 tt1=64 time=85.384 ms

64 bytes from 10.32.0.1: seq=1 tt1=64 time=85.089 ms

64 bytes from 10.32.0.1: seq=2 tt1=64 time=103.115 ms

--- redis ping statistics ---

3 packets transmitted, 3 packets received, 6% packet loss
round-trip min/avg/max = 85.089/91.196/163.115 ms

russ in ~

%[
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e0e <> M| ®| O store.docker.com

@ dockerstore &

NetScaler CPX Express Rel 11.1

By Citrix Systems

Free, Full-featured, microservice aware, load balancer in a Docker container

Categories: Application Infrastructure, DevOps Tools

DESCRIPTION

CPX s NetScaler in a container form factor. It is built from the same code base as the NetScaler ADC and is packaged as a
Docker container. CPX joins NetScaler VPX, MPX, and SDX in providing a cloud-ready ADC with a consistent set of ADC
services to application developers and network operations teams unified through a single API, management console and
policies that can run on premise and in the cloud. It s a designed to be inserted early in the application development
process to ease deployment of applications into production.

Release 11.1 is the stable build

<

xplore  Publish  Feedback  LogIn

Express
$0.00

Limited to 20Mbps, 250 SSL connections
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eo0e < o]

Services v Resource Groups v

console.aws.amazon.com

Create role

Step 1 : Select role type
Step 2: Establish trust
Step 3 : Attach policy

Step 4 : Set role name and
review

Enter the ID of the 3rd party AWS account whose IAM users will be able to access this account. Enter the external ID provided by the 3rd party. For
details, see About the External ID.

Account ID:

External ID:

Require MFA:

689684103426

russmckendrick

Cancel
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russ in ~/Downloads
# cd tectonic/tectonic-installer
russ in ~/Downloads/tectonic/tectonic-installer

e 1in ~/Downloads/tectonic/tectonic-installer
1s

darwin linux
russ in ~/Downloads/tectonic/tectonic-installer

# ./darwin/installer
Starting Tectonic Installer on 127.6.6.1:4444

il
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LICK ] o0 @ 159.203.87.167 (]

Kubernetes CLI

Touse (vL4+only) on your workstation, click the button to generate an AP key and config file:

Or use this handy shell to directly execute kubect commands:

>_ Shell: kubernetes-kubectld-1

kube-s) 465 0 (@%) o %

%)
kube-s) kubernetes-dashboard-2492700511-jg4cg 100m (10%) 100m (10%) SoMi (5%

kube-s) tiller-deploy-3991468440-j285d [XCO) o % 0 (@) 0
%)
Allocated resources:

(Total limits may be over 180 percent, i.e., overcommitted

CPU Requests CPU Limits Memory Requests Memory Limits

100m (10%)  100m (10%) oM (5%)
Events

Firstse unt  From SubObjectPath Reason
essage

azn {kubelet kubernet Normal Starting

tarting kubelet.

4zn azm {kubelet kubernet Warning TmageGCFailed
nable to find data for container

41n 41m 1 {kube-proxy kubernetes3} Normal Starting
tarting kube-proxy

4zn 4om s {kubelet kubernetes3} Normal NodeHassufficien
tDisk Node kubernetes3 status is now: NodeHasSufficientDisk

4zn aom H {kubelet kubernetes3} Normal NodeHassufficien
tiemory Node kubernetes3 status is now: NodeHasSufficientMem

4zn aom H {kubelet kubernetes3} Normal NodeHasNoDiskPre
ssure  Node kubernetes3 status is now: NodeHasNoDiskPressure

>0






assets/50179fd1-2e49-4543-8085-682dfb03c648.png
s0e <> ® couddigaiocesn.com ¢ ]
9 Droplets Images Networking Monitoring APl Support g v
Droplets arch by Droplet name

Droplets ~ Volumes

Name IP Address

o) ffeBda2c:2d4.4973-b0a3-4cad348b9136....

-® 1GB /30 GB Disk / LON1- Ubuntu 14.04.5 x64 4610150.207

@ €380407d-6213-4384-91fc-8d4658A9310N... ¢ 101 4o oo

1GB /30 GB Disk / LON - Ubuntu 14.04.5 x64

Created ~ Tags

1 minute ago

1 minute ago

More

More
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russ in ~
4 docker container logs --since 2017-86-24T15:00 nginx-test
172.17.6.1 - - [24/Jun/2017:14:34:04 +6000] "GET / HTTP/1.1" 200 612 "-" "Mozilla/5.@ (Macintosh; Intel M
ac 05 X 16_12_5) AppleWebKit/603.2.4 (KHTHL, like Gecko) Version/10.1.1 Safari/6e3.2.4" "-"
172.17.8.1 - - [24/Jun/2017:14 +0000] "GET / HTTP/1.1" 200 612 "-" "Mozilla/5.0 (Macintosh; Intel M
ac 05 X 16_12_5) AppleWebKit/603.2.4 (KHTHL, like Gecko) Version/10.1.1 Safari/6e3.2.4" "-"

russ in ~

%[ .
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russ in ~
# docker image 1s
REPOSITORY TAG
local/apache-php 5
local/apache-php 7
alpine latest
russ in ~

%[

IMAGE ID

de3cbclc775b
b15a887563e2
a41a7446062d

CREATED

17 minutes ago
22 minutes ago
2 weeks ago

SIZE
43.9 MB
20.1 MB
3.97 MB
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e0e <> DO 150.203.109.86 9 h|a

Name Description

My Cluster Application Testing Rancher with the cluster application (]

OPTIONAL: IMPORT COMPOSE

Optional: docker-composeyml Optional: rancher-composeyml

ADVANCED OPTIONS A

Cancel
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& cloud.docker.com

1 <
= @ docker cloud +  GetHelp ~ russmckendrick ~
» Contain
=y
swarm SelectAll - Filter by name... Actions  ~
Mode
[] web-1 & web * clusterlatest 25 minutes ago O H
(&) web-2 & web * clusterlatest 25 minutes ago O H
(&) web3 & web * clusterlatest 25 minutes ago O H
(&) web-4 & web * clusterlatest 25 minutes ago O H
=
[ b1 &b = haproxylatest © 25 minutes ago O H
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russ in ~
#4 docker container top nginx-test

PID USER COMMAND

5434 root nginx: master process nginx -g daemon off;
5450 101 nginx: worker process

russ in ~

%[ .
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russ in ~/Documents/Code/mastering-docker/chapterd6/exanple-voting-app on master*
4 docker-compose ps.
Name

Command

Ports.

db

examplevotingapp_resu
11

examplevotingapp_vote
1
examplevotingapp_Work
er_1

redis.

docker-entrypoint.sh  Up
postgres

nodemon --debug up
server.js

python app.py up
/bin/sh -c dotnet Up
src/wWork ...

docker-entrypoint.sh  Up
redis ...

5432/tcp

0.0.0.0:5858->5858/tc
0.
6.0.0.0:5001->80/tcp
0.0.0.0:5000->80/tcp

0.0.0.0:32769->6379/t
cp

russ in ~/Documents/Code/mastering-docker/chapter@6/example-voting-app on master*

%[





assets/c9b51395-7a14-44e6-ba3a-0e0f0070c924.png
russ in ~

# docker container 1s -a

CONTAINER ID
277a7efat462
5bbc78af29c8
194183e8569D
922b7b8b1e40
€92a0696e62C
44e72e110672
becaa68faeac
russ in ~

%[

IMAGE
nginx
nginx
nginx
nginx
nginx
nginx
nginx

COMMAND
“nginx
“nginx
“nginx
“nginx
“nginx
“nginx
“nginx

CREATED

16
16
16
16
16
16
16

hours.
hours.
hours.
hours.
hours.
hours.
hours.

ago
ago
ago
ago
ago
ago
ago

STATUS
Exited (137) 5 minutes ago
Up 5 minutes

Up 14 minutes

Up 2 hours.

Up 2 hours.

Exited (8) 2 hours ago

Up 2 hours.

PORTS.

86/tcp
86/tcp
86/tcp
86/tcp

0.0.0.0:8080->80/tcp

NAMES
nginxs

nginx4

nginx3

nginx2

nginxl
nginx-foreground
nginx-test
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& hub.docker.com

Dashboard Explore  Organizations  Create ~ /R russmekendrick

PUBLIC | AUTOMATED BUILD

masteringdocker/dockerfile-example v

Repoinfo  Tags  Dockerfle  BuldDetals  Build Settings  Collaborators  Webhooks  Settings.

Build Settings

@ When active, builds will happen automatically on pushes. Source Repository
‘The build rules below specify how to build your source into Docker images. The name can be a string or a regex. The Docker Tag name O russmckendrick/mastering-
may contain variables. We currently support {sourceref}, which refers to the source branch/tag name. Show more

docker
Type Name Dockerfile Location Docker Tag Name
Branch - master /chapter02/dockerfile-example/ latest +
Save Changes
Repository Links

Link your Automated Build to another Docker Hub repository, and when that repository is updated, it will automatically trigger
arebuild of this Automated Build.

Repository Name

‘Add Repository Link

Linked Repositories
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russ in ~/Documents/Code/mastering-docker/chapterd6/exanple-voting-app on master*
4 docker-compose top

db

PID  USER TIME COMMAND

3135 999 postgres

3472 999 postgres: checkpointer process

3473 999 postgres: writer process

3474 999 postgres: wal writer process

3475 999 postgres: autovacuum launcher process

3476 999 postgres: stats collector process

3489 999 0 postgres: postgres postgres 172.19.0.2(60348) idle
3517 999 postgres: postgres postgres 172.19.6.3(50578) idle
examplevotingapp_result_1

PID  USER TIME COMMAND

3212 root node /usr/local/bin/nodemon --debug server.js
3566 root sh -c node --debug server.js

3567 root ©:01 node --debug server.js

examplevotingapp_vote_1
PID  USER TIME COMMAND

3409 root ©:60  python app.py
349  root 2 /usr/local/bin/python app.py

examplevot ingapp_worker_1
PID  USER TIME COMMAND

2994 root /bin/sh -c dotnet src/Worker/Worker.dll
3099 root 16:14 dotnet src/Worker/Worker.dll

redis
PID USER  TIME COMMAND

3311 chrony 1:46 redis-server

russ in ~/Documents/Code/master ing-docker/chapter@6/example-voting-app on master*

%[
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russ in ~

# docker node 1s
1 HOSTNAME STATUS AVAILABILITY MANAGER STATUS

gg3ycvryuccvssloccdaadrd  swarm-worker®2 Ready  Active

gha7m9bf55wwdBp3e0]iyk7yf  swarm-manager Ready Active
wgtfdnhcau7fcr7xsje8uo7do * swarm-worker®l Ready Active Leader

russ in ~

%[ .
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russ in ~
4 docker image pull quay.io/russmckendrick/dockerfile-example

Using default tag: latest

latest: Pulling from russmckendrick/dockerfile-example

1f02c775bd%a: Pull complete

a3ed95caene2: Pull complete

5e6712963917: Pull complete

34dc12b354ch: Pull complete

edagac5608ea: Pull complete

482a1e9a40e4: Pull complete

Digest: sha256:84290eaed1b2386a7750c8837265dbfa024e5aeaf 587d11c2773ab5e7982d16

Status: Downloaded newer image for quay.io/russmckendrick/dockerfile-example:latest

russ in ~

# docker image 1s

REPOSITORY TAG IMAGE ID CREATED SIZE
‘quay.io/russmckendrick/dockerfile-example latest b86d85361adc 9 minutes ago 5.49 MB
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russ in ~
#4 docker container attach --sig-proxy=false nginx-test
172.17.6.1 - - [24/Jun/2017:13:11:56 +6006] "GET / HTTP/1.1" 200 612 "-" "Mozilla/5.0 (Macintosh; In
tel Mac 05 X 16_12_5) AppleWebKit/663.2.4 (KHTML, like Gecko) Version/10.1.1 Safari/663.2.4" "

172.17.6.1 - - [24/Jun/2017:13:11:51 +6006] "GET / HTTP/1.1" 200 612 "-" "Mozilla/5.0 (Macintosh; In
tel Mac 05 X 16_12_5) AppleWebKit/663.2.4 (KHTML, like Gecko) Version/10.1.1 Safari/663.2.4" "-"
172.17.6.1 - - [24/Jun/2017:13:11:51 +6006] "GET / HTTP/1.1" 200 612 "-" "Mozilla/5.0 (Macintosh; In
tel Mac 0S5 X 16_12_5) AppleWebKit/663.2.4 (KHTML, like Gecko) Version/1.1.1 Safari/603.2.4" "-"
c
russ in ~
# docker container 1s
CONTAINER ID IMAGE COMMAND CREATED STATUS
PORTS NAMES
8cbsbdacdeac nginx “nginx -g 'daemon ..." 2 hours ago Up 2 minutes
0.0.0.0:8080->80/tcp  nginx-test
russ in ~

%[ .
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Questions? Read the Tect

Start Installation & Save progress

£ ChooseClistenlype: Kuberetes is starting up. We're commiting your cluster details. Grab some tea and sit tight. This
process can take up to 20 minutes. tatus updates wil appear below.

2. Define Cluster
3.Boot Cluster

Start Installation

Installation Complete Apply Succeeded.

~ showlogs | & Savelog

Ifyou've changed your mind, you can destroy your cluster.

| @ pestroy cluster | | A Retry Terraform Apply

A mckendrick.io's SOA TTL is 900 seconds and its SOA minimum TTL is
86400 seconds. The SOA record TTL and minimum TTL values determine
how long to cache NXDOMAIN responses for. Installation cannot complete
until matering-docker-k8s.mckendrick.io resolves. Read more here.

matering-dockermckendrick.io

& startOver
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portainer.io

THE EASIEST WAY TO MANAGE DOCKER

PORTAINER IS AN OPEN-SOURCE LIGHTWEIGHT MANAGEMENT Ul WHICH ALLOWS YOU TO EASILY
MANAGE YOUR DOCKER HOST ORSWARM CLUSTER

AVAILABLE ON & LINUX, B WINDOWS & & OSX
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russ in ~/Desktop/broken-container
# tree

| 2a646dea2e1165063947335¢22 1170163736 21a70e5¢12168178dabC75d935. Js0n

[— a98addbaaf2a27c91da87db576184e7876798976b138cb3191c484d947d3456
f— VERSION

— ison

'— layer.tar

[— aa49fe7463a3618c16e96C3b737207b8b1181432d7bd634d4e297b4afOfcba3
[— VERSION

— ison

— layer.tar

[— manifest.json

— repositories

2 directories, 9 files
russ in ~/Desktop/broken-container

%[
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public | automated build

russmckendrick/base
public | automated build
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public | automated build
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< o0 @ # hub.docker.com

Q Search Dashboard

Explore  Organizations Create ~ /4 russmckendrick

PUBLIC | AUTOMATED BUILD

russmckendrick/cluster ¥

Repolnfo  Tags  Dockerle  BuidDetails  BuidSettings  Collaborators ~ Webhooks  Settings

Short Description @

A container to demonstrate clusters

Full Description @

Cluster Example

A container which runs NGINX and shows a page with the host name of the conatiner it is being served
from.

docker run -d -p 80:80 russmckendrick/cluster

Docker Pull Command B

docker pull russmckendrick/cluster

Owner

“ russmekendrick

Source Repository

© russmckendrick/docker
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ADMINv ! APIv

supported version Adda host

Access Control

(®) ‘

oi Azure AD GITHUB DAL op SHIBBOLETH

Rancher can be configured to restrict access to a set of GitHub users and organization members. This is not currently set up, so anybody that reach this page (or the API) has full control
over the system.

1. Setup a GitHub Application

a. For standard GitHub, click here to go applications settings in a new window.

I For Github Enterprise, login to your account. Click on Settings, then Applications.

b. Click "Register new application” and fill out the form:

I Application name: Anything you ke, e.2. My Rancher
I Homepage URL: http://159.203.109.86:8080/ 1
I Application description: Ay thinz you ke, optional

I Authorization callback URL http://159.203.109.86:8080/ 1

¢ Click "Register Application”
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russ in ~

# docker node 1s
1 HOSTNAME STATUS AVAILABILITY MANAGER STATUS

gg3ycvryuccvssloccdaadrd  swarm-worker®2 Ready Active

gha7m9bf55wwdBp3e0]iyk7yf  swarm-manager Ready Drain
wgtfdnhcau7fcr7xsje8uo7do * swarm-worker®l Ready Active Leader

russ in ~

%[ .
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INFRASTRUCTURE v

Container:  ©MyClusterApplication-cluster-loadbalancer-1 v

Stack/Service:

MyClusterApplication/cluster-
loadbalancer

Host:
rancher1

Container IP:
10.42.49.206

Docker ID:
€0cdb4fde8ss... £

Image:
rancher/lb-service-haproxy:v0.6.4 £

cPU Osystem - User Memory

9MiB
2MiB
s4MiB
36Mie
18Mi8
08

Network O Transmit O Receive Storage

0Bps

Ports | Command Volumes Networking ~Security ~HealthCheck Labels Scheduling

1P Address Public on Host Privatein Container

0000 80 80

ORunning | O

OuUsed

Owrite ORead

Protocol

TP
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russ in ~
4 docker volume create redis_data

redis_data

russ in ~

# docker container run -d --name redis -v redis_data:/data --network moby-counter redis:alpine
be3729162841alec04fe38ffc41461d63a73cOc f2aa7bad3807 Tfcdb9BC3sh

russ in ~

4 docker container restart moby-counter

moby-counter

russ in ~

# docker container rm -f redis

redis

russ in ~

# docker container run -d --name redis -v redis_data:/data --network moby-counter redis:alpine
177937210580b424d7b46104257089e4116171465C4bODOIEB192000520165

russ in ~

%[ .
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Account Settings

Default Repository Visibility
Update the default visibility for your repositories. Opublic O private

Email Addresses

This email address will be used for all notifications and
correspondence from Docker.

russ@mckendrick.io
If you wish to designate a different email address as

primary, first add a new address to your account and
then click "make primary".

Organizations

verified

Create

AT russmekendrick

primary
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Dashboard

App Templates

Services

tainer v1.12.4

192.168.99.100 < ol =]

£ Associated tasks Items per page: 10
d Status slot v Node Last update
2ffn9owf49428299bzthzx5t2 [ running | 1 swarm-worker01 2017-05-07 18:37:42
jzesTle4soghfftdédunloasf [ running | 2 ‘swarm-manager 2017-05-07 18:46:29
I6wvhdimuyg8dfhgx398vmco6 [ running | 3 swarm-worker02 2017-05-07 18:46:30
alihi7elj0q1dg08ztrq5u79w [ running | 4 swarm-manager 2017-05-07 18:46:29
5qbzv045hynu6ek5zq4710wg2 [ running | 5 swarm-worker01 2017-05-07 18:46:22
9sjn6qzoujgahp3wxl4yuvtkp [ running | 6 swarm-worker02 2017-05-07 18:46:29
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# docker container prune
WARNING! This will remove all stopped containers.

Are you sure you want to continue? [y/N] y

Deleted Containers:
277a7efat462€83675165e5d39cBCO0D34TCf31ed76076464ded8939b310663D
44e72€11b672a7453F158588f37dbd5c92c00a66¢115320d594chase1909da22

Total reclaimed space: 2 B
russ in ~

%[ .
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CONTAINER CPU % MEM USAGE / LIMIT MEM % NET 1/0 BLOCK /0 PIDS
e6ac3cel418d 0.00% 1.852 MiB / 128 MiB  1.45% 7.64KkB/2.34kB 0B /0B 2

0
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russ in ~
4 docker service inspect cluster --pretty

: 39t4voc7gpsyiqevbkffotkr3
Name: cluster

Service Mode: Replicated

Replicas: 1

Placement:Contraints:  [node.role == worker]
UpdateConfig:

Parallelism: 1

On failure:  pause

Max failure ratio:

Containerspec:

Image: russmckendrick/cluster: latest@sha256: e7d6182aa203671889d940a12918278b1b1937d684e7de0a62c8b
1cag492eb7b

Resources:

Endpoint Mode: vip

Ports:

PublishedPort 86
Protocol = tcp
TargetPort = 86

russ in ~

%[
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# docker container create

russ in ~
# docker container 1s -a

CONTAINER ID IMAGE
01111174943 nginx
russ in ~
# docker container start
nginx-test
russ in ~

# docker container 1s -a

CONTAINER ID IMAGE
011111149743 nginx
russ in ~

%[

nginx-test

name nginx-test -p 8080:80 nginx
011111149743212eb377973d392a95386092a189533035594284a7db78b76

COMMAND
“nginx -g 'daemon ..."

COMMAND
"nginx -g 'daemon

CREATED
13 hours ago

CREATED
13 hours ago

STATUS
Created

STATUS
Up 2 seconds

PORTS NAMES
nginx-test
PORTS NAMES

0.0.0.0:8080->80/tcp  nginx-test
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CONTAINER CPU % MEM USAGE / LIMIT MEM % NET I BLOCK /0 PIDS
e6ac3cel418d 0.00% 1.844 MiB / 1.952 GiB  0.09% 1.7 kB / 998 B 0B/0B 2
03eaas6le8ct 0.00% 0B/0B 0.00% 0B/0B 0B/0B 0
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»
[0 g
Moo ! Number of nodes
NAME Testing
LABELS Select -
PROVIDER Digital Ocean - nodes
REGION London 1 -
& TYPE/SIZE 1GB [1 CPUS, 1 GB RAM] -
= DISK SIZE 3068

Launch node cluster
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Register a new OAuth application
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Homepage URL
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080/
‘The full URL to your application homepage
Application description

My test installation of Rancher

4
This is displayed to all potential users of your application

Authorization callback URL
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russ in ~/Documents/Code/docker /moby-Counter on master*
4 docker container stop moby-counter2 redis2
moby-counter2

redis2

russ in ~/Documents/Code/docker /moby-Counter on master*
4 docker container prune

WARNING! This will remove all stopped containers.
Are you sure you want to continue? [y/N] y

Deleted Containers:
fcf38ae370810257ch5e2737683884321de303029¢241553a6006792d90242e
0dbbf98d5096676ab984b4f 36ae88d769Fadcadf12263171109a3bde2c32875

Total reclaimed space: 6 B
russ in ~/Documents/Code/docker/moby-Counter on master*

4 docker network prune

WARNING! This will remove all metworks not used by at least one container.
Are you sure you want to continue? [y/N] y

Deleted Networks:

moby-counter2
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00 < 0 @ ‘eu-west-1.console.aws.amazon.com

Services v Resource Groups v

@ CloudFormation v  Stacks > Create Stack

Create stack

| select Tempiate Select Template
‘Specify Details
Options Select the template that describes the stack that you want to create. A stack is a group of related resources that you manage as a single unit.
Review

Design a template  Use AWS CloudFormation Designer to create or modify an existing template. Learn more.

Design template

Choose atemplate A template is a JSON/YAML-formatted text file that describes your stack’s resources and their properties. Learn more.

Select a sample template

Upload a template to Amazon S3
Choose File 1o file selected

© Specify an Amazon S3 template URL

https://editions-us-east-1.53.amazonaws.com/aws/stable/Dc | View/Edit template in Designer
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Please read the Docker License Agreement

[DOCKER FOR WINDOWS 17.03.1-CE-WINS
END USER LICENSE AGREEMENT

[THIS DOCKER FOR WINDOWS END USER LICENSE
|AGREEMENT (“AGREEMENT”) IS BY AND BETWEEN
IDOCKER, INC., LOCATED AT 144 TOWNSEND
ISTREET, SAN FRANCISCO, CA 94107 (DOCKER”)
|AND YOU OR THE ENTITY ON WHOSE BEHALF YOU
|ARE ENTERING INTO THIS AGREEMENT (“YOU” OR
“CUSTOMER”) AND GOVERNS YOUR USE OF






assets/94c04c39-8cfd-4e67-a089-36375d6686b0.png
< 0 0/ e & hub.docker.com
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:~$ docker image pull nginx
Using default tag: latest
~[[latest: Pulling from library/nginx
ff3d52d8f55f: Pull complete
226f4ec56ba3: Pull complete
53d7dd52b97d: Pull complete
Digest: sha256:41ad9967ea448d7c2b203c699b429abeled5at331cd92533900c6d77490e0268
Status: Downloaded newer image for nginx:latest
:~$ docker container run -d --name nginx-test -p 8080:8
0 nginx
05a46b559fa8f57b895d88243cbOfa39bd3a135553clbc2a675d00cfd8b45866
=%

Welcome to nginx! - Mozilla Firefox

Welcome to nginx!

@ | localhost:

Welcome to nginx!

Ityou see this page, the nginx web server is successfully installed and working.
Further configuration is required.

For riine documentation and support please rferto
Commercial support is available at

Thank you for using nginx.
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Y o] O
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Name* Quantity
rancher 3

named rancher1 — rancher3

REGION
Region NewYork3

INSTANCE
Image Ubuntu 16,042 x64 Size 0.5GBRAM, 20 GB Disk, 1vCPU

SSH User root
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russ in ~/Documents/Code/mastering-docker/chapter12/docker -wordpress on master*
4 1s -lhat wordpress/web/ | grep wp-config

-rw-r--r--@ 1 russ staff 2.8K 16 Dec 2015 wp-config-sample.php

russ in ~/Documents/Code/mastering-docker/chapter12/docker -wordpress on master*

4 docker-compose run wp core config --dbname=wordpress --dbuser=wordpress --dbpass=wordpress --dbho
dbprefix=wp_

: Generated 'wp-config.php' file.

russ in ~/Documents/Code/mastering-docker/chapter12/docker -Wordpress on master*

4 1s -lhat wordpress/web/ | grep wp-config

-rW-r--r-- 1 russ staff 2.5K 8 Jul 13:20 wp-config.php

1russ staff 2.8 16 Dec 2015 wp-config-sample.php

russ in ~/Documents/Code/mastering-docker/chapter12/docker -Wordpress on master*

%[ .
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localhost
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Containers > cluster

% Actions

mmmmm BRSNS SReRe

Dashboard

App Templates

£ Container status

Containers
Name cluster @
knages 1P address 17217.03
Networks Status % Running since 3 minutes
Volumes Start time 2017-05-07 14:26:52
Events I Stats @ Logs - Console

Docker

) Create image

Password

You can create an image from this container, this allows you to backup important data or save helpful configurations. You'll be able to spin up another
Users container based on this image afterward.

Endpoints Name e.g. mylmage:myTag Registry © optional

Note: if you don't specify the tag in the image name, (g will be used.

£ Container details

Image 'sha256:0b2af6cff8336f2d59b0e5ab550aa3152cb33f0c24a483e5cf2ec3eb008f4dd
Port configuration 80/tcp — 0.0.0.0:80

cMD -c /etc/supervisord.conf

ENV PATH /ust/local/sbin:/usr/local /bin:/usr/sbin:/ust/bin:/sbin:/bin

tainer v1.12.4






assets/bcac4592-5c6c-4812-92ad-316cce3d5f42.png
00 < o0 @ 192.168.99.100 ¢

ﬁportoiner.io Home
Dashboard

@ Node info

Name swarm-manager

Docker version 17.05.0-ce
Dashboard

cPU 1
App Templates Memory 168
Services
Containers Y .
Images

This node is part of a Swarm cluster
Networks Node role. Manager
Volumes Nodes in the cluster 3
swarm

1 < 1running 1 ¢woms
Password =] 0 0 stopped
= Containers Images

Users
Endpoints 1 & aufs driver 5

Volumes Networks

tainer v1.12.4






assets/bf0c2418-56f9-49d6-9797-98faf63dc6a3.png
swarm
Mode

@ docker cloud

Services

Select All Filter by name...

web
@4

RUNNING

ClusterApp

Ib
@1 = ClusterApp

RUNNING

@ clusterlatest

... haproxylatest

& cloud.docker.com

+

Get Help

19 minutes ago

19 minutes ago

russmckendrick

| ISR

| ISR





assets/c1ea40b6-41f9-4b25-978a-cb79a9e6148e.png
russ in ~
# docker-machine 1s

NAME ACTIVE  DRIVER STATE  URL SWARM  DOCKER ERRORS
swarm-manager  * virtualbox Running  tcp://192.168.99.100:2376 v17.04.0-ce

russ in ~

%0
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russ in ~
# docker-machine 1s
NAME ACTIVE

swarm-manager  *
swarm-workerdl -
swarm-worker@2 -
russ in ~

%[

DRIVER
virtualbox
virtualbox
virtualbox

STATE
Running,
Running
Running,

URL
tcp://192.168.99.100:2376
tcp://192.168.99.101:2376
tcp://192.168.99.162:2376

SWARM

DOCKER ERRORS
v17.04.0-ce
v17.04.0-ce
v17.04.0-ce
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russ in ~

# eval $(docker-machine env docker-local)
russ in ~

# docker version

Client:

Version: 17.83.1-ce

API version: 1.27
Go version: gol.7.5
Git commit: c6ddlze

Built: Tue Mar 28 00:40:62 2017
0S/Arch: darwin/amdéa

Server:

Version: 17.05.0-ce

API version: 1.29 (minimum version 1.12)
Go version: gol.7.5
Git commit:  89658be

Built: Thu May 4 21:43:09 2617
05/Arch: 1inux/and64
Experimental: false

russ in ~

%[ .
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ﬁportoiner.io

Dashboard
App Templates
Containers
Images
Networks
Volumes
Events

Docker

Password

Users

localhost <
Create container
Containars > Add container
Name cluster
Image configuration
Image russmckendrick/cluster Registry © e.g. myregistry.mydomain
Always pull the image @ ()
Ports configuration
Publish all exposed ports @ ( )
Port mapping
b0 T (> woo | 6]
Access control
Actions

Start container [V
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russ in ~/Documents/Code/mastering-docker/chapter12/docker-wordpress on master*
4 docker-compose down

Stopping dockerwordpress_web_1 ... done

Stopping dockerwordpress_wordpress_1 ... done

Stopping dockerwordpress_mysql_1 ... done

Removing dockerwordpress_wp_run_4 ... done

Removing dockerwordpress_wp_run_3 ... done

Removing dockerwordpress_wp_run_2 ... done

Removing dockerwordpress_wp_run_1 ... done

Removing dockerwordpress_web_1 ... done

Removing dockerwordpress_wordpress_1 ... done

Removing dockerwordpress_mysql_1 ... done

Removing dockerwordpress_wp_1 ... done

Removing network dockerwordpress_default

russ in ~/Documents/Code/mastering-docker/chapter12/docker -Wordpress on master*

%[
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e0e® < b ® @ eu-west-1.console.aws.amazon.com =
Services v Resource Groups v % ndrick v Ireland v Support v
Amazon ECS < All repositories : dockerfile-example
Clusters <
Task Definitions Repository ARN  arn:aws:ecr:eu-west-1:687011238589:repository/dockerfile-example
| Repositories Repository URI  687011238589.dkr.ecr.eu-west-1.amazonaws.com/dockerfile-example

View Push Commands

Images  Permissions

Amazon ECR limits the number of images to 1,000 per repository. Request a limit increase.

Image sizes may appear compressed. Learn more

Delcte Last updated on June 18, 2017 3:35:15 PM (Om ago) e

Fiter i this page Tag Status: Al - <11 Pagesize 100 v
Image tags Digest Size (MiB) ~ Pushed at ~

[ates] Viewall - sha256:912074805420780701252263505464. 252 2017-06-18 15:34:58 +0100

@ Feedback (@ English Terms of Ut
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& cloud.dockercom

<
@ docker cloud + GetHelp ~ russmckendrick v
C —
» Services
=y General Logs Timeline
Swarm _
Mode
Edit Actions  ~ stop
= STACKNAME ClusterApp ) AUTOREDEPLOY OFF
B MAGETAG russmckendrick/cluster:iatest I AUTODESTROY OFF
WEB
5_ RUN COMMAND X, NETWORK bridge
& RUNNING (3 SEQUENTIAL DEPLOYMENT OFF & PorTS
@ © 23 minutes ago £ DEPLOYMENT STRATEGY HIGH_AVAILABILITY

O PRIVILEGED MODE OFF

(1] T} AUTORESTART ALWAYS
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russ in ~
4 docker pull masteringdocker/dockerfile-example

Using default tag: latest

latest: Pulling from masteringdocker/dockerfile-example

2aecc7e1714b: Pull complete

059b1489b0al: Pull complete

6e4602197fc3: Pull complete

eese31fa6ddd: Pull complete

4b3ebc3ssec2: Pull complete

Digest: sha256:a656ed03b141726510e3a62cb72cdcc7edcfeddbdfBe52ee694c93612a42bea
Status: Downloaded newer image for masteringdocker/dockerfile-example:latest
russ in ~

# docker image 1s

REPOSITORY TAG IMAGE ID CREATED
masteringdocker/dockerfile-example latest 077956f5adfe 3 minutes ago
russ in ~

%[

SIZE
5.49 MB
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# docker container 1s -a

CONTAINER ID IMAGE COMMAND CREATED STATUS PORTS NAMES
5a254820c1d nginx "nginx -g 'daemon 3 minutes ago Exited (8) 3 minutes ago nginx-foregound
8cbsbdacdeac nginx "nginx -g 'daemon ...” 21 minutes ago Up 21 minutes ©.0.0.0:8086->80/tcp  nginx-test

russ in ~

%[ .
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& hub.docker.com

Dashboard Explore  Organizations  Create AT russmekendrick

[ v | @Repositories  #Stars Contributed Private Repositories: Using 0 of 6 Get more

alpine 23K 10M+ >
official

STARS PULLS | DEmis
jenkins 29K 10M+ >
offictal STARS | PULLS | bEmis

. nginx 6.2K 10M+ >

NGMX  official

STARS PULLS DETALS
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e0e < o @ console.aws.amazon.com

Services v Resource Groups v % Russell Mckendrick v

Create role Select role type
Step 1: Select role type AWS Service Role

Step 2 : Establish trust AWS service-linked role

Step 3 : Attach policy
ORole for cross-account access

Step 4 : Set role name and

review
» Provide access between AWS accounts you own sl
lect
Allows 1AM users from one of your other AWS accounts to access this account.
» Provide access between your AWS account and a 3rd party AWS account sl
lect

Allows 1AM users from a 3rd party AWS account to access this account and enforces use of External ID.

Role for identity provider access
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russ in ~/Documents/Code/master ing-docker/chapter62/scratch-example on master*
# docker build --tag masteringdocker/scratch-example:latest .

Sending build context to Docker daemon 4.247 MB

Step 1/3 : FROM scratch

>
Step 2/3 : ADD files/alpine-minirootfs-3.6.1-x86_64.tar /
---> ceaf29dcf1ld

Removing intermediate container 218baéddedbs

Step 3/3 : CMD /bin/sh

> Running in 782c61a2fe1f

> 06766706e5eb

Removing intermediate container 782c61a2felf
Successfully built 06f66706e5eb
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e0e < 0 0/e & quayio ¢ &) a

o
Q0 QUAY  spplications  Repositories  Tutorial  Docs ~ Blog search +- f “russmckendﬂckv

€ B russmckendrick/dockerfile-example I b102138200e9

< Quay Security Scanner has recognized 13 packages.

@ 13 packages with novulnerabilities.

Image Packages Filter Packages..

UPGRADE IMPACT

PACKAGE NAVE PACKAGE VERSION VULNERABILITIES REMAINING AFTER UPGRADE INTRODUCED IN IMAGE

1
apk-tools 27240 © None Detected DY fite:4583e120f5caec400861a3..
musl- 1116110 © None Detected DY fite:4583e120f5caec400861a3..
must 1116110 © None Detected DY fite:4583e120f5caec400861a3..
alpine-keys 2101 © None Detected DY fite:4583e120f5caec400861a3..
2lib 12110 © None Detected DY fite:4583e120f5caec400861a3..
nginx 11202 © None Detected EEETY cpk add --update nginx 8& r..

busybox 126215 © None Detected DD Contact Us
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BUILD

[F] Repositories

APPLICATIONS

Stacks

& Sservices

[=] Containers
INFRASTRUCTURE
@8 Node Clusters
@ Nodes
SETTINGS

¢ Cloud Settings

& cloud.dockercom

g
+  GetHelp ~ russmckendrick ~

Welcome to Docker Cloud!

Let's get you familiarized with the central concepts of Docker Cloud.

oudregistry  Continuous integration  Application deployment  Continuous deployment ~ Teams & Organizations

Cloud registry

Create and share private image repositories securely with your teams, or make them public to
share them with the entire community.

When should | use the Cloud Registry?

To create public or private image repositories
To set up an Automated Build for repositories

To_enable Docker Security Scanning to ensure my repositories have no vulnerabilities

Create repository +
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] infic] localhost

ontainers > cluster > Console.

ﬁportainer.io o Container console

Disconnect

Dashboard @
App Templates '
- # cat /etc/+release
Containers =
Images (=}
e " PRETTY NAME="Alpine Linux v3.5"
HoME_URL="http: //alpinelinux.org"
WL & http://bugs.alpinelinux.org”
Events 2
Docker COMMAND
{supervisord} /usr/bin/python /usr/bin/supervisord -c /etc/supervisord.conf
ngink: master process /usr/sbin/nginx
nginx: worker process
Password a sk
ps aux
Users a
used shared  buffers
Endpoints . 363 153 28

|-/+ butfers/cache: 131
Iswap: 0 0
- # 1s -1nat /var/www/html/

nginx  nginx 7 13:26
nginx  nginx 7 13:26
root. root 3 20:39
nginx  nginx 3 20:38 swarm.png

© Portainer v.12.4
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localhost )| 3 &
Container logs @ admin
Containers > cluste > Logs log outs

= cluster

Name

Dashboard
@ stdout logs

App Templates

() Display timestamps

Containers

Images

Retioie 2017-05-07 1. CRIT Set uid to user @
2017-05-07 1. INFO RPC interface 'supervisor' initialized

Volumes 2017-05-07 1: CRIT Server 'unix_http_server' running without any HTTP authentication checking
2017-05-07 1. INFO supervisord started with pid 1

Events 2017-05-07 1. INFO *nginx' with pid 8
2017-05-07 1. INFO ‘start' with pid 9

Docker 2017-05-07 1. INFO exited: start (exit status 0; not expected)
2017-05-07 1. INFO gave up: start entered FATAL state, too many start retries too quickly
2017-05-07 1. INFO success: nginx entered RUNNING state, process has stayed up for > than 1 seconds (startsecs

)

© Portainer v.12.4






assets/b91c52a6-3449-4192-ac68-2e7099314576.png
B
gl
¥

= wp-links-opmi.php
- ﬁo‘diﬁ

EXPLORER

4 OPEN EDITORS
‘® wp-blog-header.php wordpr...
4 DOCKER-WORDPRESS
4 wordpress
» export
> mysal
+ web
> wp-admin
» wp-content
> wp-includes
© htaccess
 index.php
license.txt
< readme.htmi
= wp-activate.php
 wp-blog-header.php
# wp-comments-post.php
# wp-config-sample.php
# wp-config.php
 wp-cron.php.

wp-blog-header.php — docker-wordpress

# wp-blog-header.php x
<zphp

ex
* Loads the WordPress environment and template.

‘
* @package WordPress
7w

if ( tisset(swp_did_header) ) {
1 $wp_did_header = true;

// Load the WordPress Library.
4 require_once( dirname(_FILE_) . ‘/wp-load.php' );

/1 Set up the WordPress query.
1 wp();

// Load the thene template.
require_once( ABSPATH . WPINC . '/template-loader.php'

echo "Testing editing in the IDE";
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& cloud.dockercom

<
@ docker cloud + GetHelp ~ russmckendrick v
Stacks / Wizard
»
=
Swarm ClusterApp
Mode
1+ 1o
2 image: dockercloud/haproxy
3 autorestart: always
4+ links:
B 5 - web
6+ port
7 - "80:80
8+ roles:
9 - global
10+ web:
— 11 inage: russmckendrick/cluster
12 autorestart: always
13 deployment_strategy: high_availability
S 10147 target_nun_containers: 4
=

(1] Use 2 spaces for indentation. Not sure what a Stackfile is? Click here to lear more Cancel Create & Deploy
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Services v Resource Groups v

Create role

Step 1 : Select role type
Step 2 : Establish trust
Step 3. Attach policy

Step 4 : Set role name and
review

Attach Policy

Select one or more policies to attach. Each role can have up to 10 policles attached.

Filter: Policy Type ~ | a-dogker.clovd Showing 1 results
Policy Name ¢ Attached Entities & Creation Time Edited Time ¢
(] dockercloud-policy 0 2017-05-19 17:08 UTC+0100  2017-05-19 17:08 UTC+...
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Dashboard
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Services
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Password
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192.168.99.100

Node details =

Swarm nodes > swarm-worker0l

Il Node specification

Name e.g. my-mana

Host name 'swarm-worker01
Role ‘worker
Availability

View the Docker Swarm mode Node documentation here.

o B

15l Node description

cpu
Memory
Platform
Docker Engine version

= Node labels

There are no labels for this node.

[

1.04GB
linux x86_64

17.05.0-ce

© label
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in on master®

# docker image push masteringdocker/scratch-example:latest

The push refers to a repository [docker.io/masteringdocker/scratch-example]

78268ba3e80: Pushed

latest: digest: sha256:5aba2e4761f4403bebl16b13calc8ac62152045b93d086e5c0d1ee375F16e24e size: 528
in on master®
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Q0 QUAY  spplications  Repositories  Tutorial  Docs ~ Blog search +- f Erussmckendﬂckv

eoe < 0 o e & quayio 9 o thla =

sitories & russmckendrick / dockerfile-example

(i ) Repository Tags BE=X

- 1-20f2 Filter Tags...

»
™ LASTMODIFIED | SECURITYSCAN size IMAGE

9 latest 3daysago Q passed 24M8 SHA2S6 3be68a02ab74 O . )
master 3daysago Q passed 24M8 SHA2se 2321d8a34cs I -
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russ in ~
4 docker-machine ssh swarm-manager
#
e

Il | | =
| CN/ \| DIV VAN A N VAV A |

II)I(JI(JII Ol </

NN/ AN/ NN

SaotIbocker version T7 G ©-ce, build HEAD : C69677f - Thu Apr 6 16:26:16 UTC 2017
Docker version 17.04.8-ce, build 4845c56

docker@swarm-manager:~$ sudo reboot

docker@swarm-manager:~$ Connection to 127.6.6.1 closed by remote host.

exit status 255

russ in ~

%[
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russ in ~
# docker version

Client:

Version: 17.03.1-ce

API version: 1.27
Go version: gol.7.5
Git commit: c6ddlze

Built: Tue Mar 28 00:40:62 2017
0S/Arch: darwin/amdéa

Server:

Version: 17.03.1-ce

API version: 1.27 (minimum version 1.12)
Go version: go1.7.5
Git commit: c6ddlze

Built: Fri Mar 24 00:00:50 2017
05/Arch: 1inux/and64
Experimental: true

russ in ~

%[
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in ~/Documents/Code/master ing-ocker/chapter@6/example-voting-app on master*

4 docker-compose events

2017-67-02 11:13:14.689008 container pause 826ff65e71a9T92C60e3289817940730309930050941 00062558225
b40eds3 (image=postgres:9.4, name=db)

2017-67-62 11:13:14.248001 container pause 8647670dddf6068a61e807deca6cfan23198f1d2250269ece37ct

1899537 (image=redis:alpine, name=redis)

2017-67-62 11:13:14.248001 container pause c36656d033026dee86359436933F426decb99983816367co155740F4f
leSedel (image=examplevotingapp_vote, name=examplevotingapp_vote_1)

2017-67-62 11:13:14.248186 container pause ddcaalb2c9af9334b228cT61a3615d6668687616604fchO209668809
484bc18 (image=examplevotingapp_result, name=examplevotingapp_result_1)

2017-67-62 11:13:14.248376 container pause 2d82adcad614aalld287b4c891ebc5094e3917dd2225dd4e2c0f8bad7
c188c45 (image=examplevotingapp_worker, name=examplevotingapp_worker_1)
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e0e0 < o ® 19216899100 3 o) a

ﬁportoiner.io Container list @admin
Containers log outs
£ Containers Items per page: 10
Filter...
Dashboard
AppiTemplates O state Name Image IP Address Published Ports Ownership
Services O [  clusteré.alihi7eljoqldgosztrasu7ow russmckendrick/cluster:latest 10.255.0.1 - @ Private service
Containers O [IIIXD cluster2jzes7le4soghfftdédunioast russmckendrick/cluster:latest  10.255.0.9 - @ Private service
Images O [IEXD rortainerlm7yfu7acs7zsdamz3rpoféisp  portainer/portainerlatest 10.255.0.6 - ® Public service

© Portainer V.24
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russ in ~

4 docker login
Login with your Docker ID to push and pull images from Docker Hub. If you don't have a Docker ID, head ove

r to https://hub.docker.com to create one.
Username: russmckendrick

Password:

Login Succeeded

russ in ~

%[
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Admin > Nodes

150.203.87.167

+ CREATE

eo0e < [isigc]
kubernetes
Admin
Namespaces
Nodes

Persistent Volumes

Namespace

default  ~

Workloads
Deployments
Replica Sets
Replication Controllers
Daemon Sets
Stateful Sets
Jobs
Pods

Services and discovery
Services
Ingresses

Storage

Persistent Volume Claims.
Config

Secrets

Config Maps

CPU usage Memory usage @
0.630 271261
0560 24261
£ o) £ 1826
S oz g
S 0.140 2 620 i
0 0
13:33 14:36 14:40 14:43 1447 13:33 1436 1a4:40 14:43 1447
Time. Time.
Nodes
Name Labels Ready Age
beta kubernetes io/arch: amd64.
beta kubernetes io/instance type: ran...
beta kubernetes.io/os: linux
@ kubernetes1 True 38 minutes
failure-domain.beta kubemetes.io/reg...
failure-domain.beta kubemetes.o/zon...
show all labels
beta kubernetes io/arch: amd64.
beta kubernetes io/instance type: ran...
beta kubernetes.io/os: linux
@ kubernetes2 True 38 minutes
failure-domain.beta kubemetes.io/reg...
failure-domain.beta kubemetes.o/zon...
show all labels
beta kubernetes io/arch: amd64.
beta kubernetes io/instance type: ran...
beta.kubernetes.io/os: linux _ I
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russ in ~
4 docker swarm --help

Usage: docker swarm COMMAND

Manage Swarm

Options:
--help  Print usage
Commands :
init Initialize a swarm
join Join a swarm as a node and/or manager
join-token Manage join tokens
leave Leave the swarm
unlock Unlock swarm
unlock-key Manage the unlock Key
update Update the swarm

Run 'docker swarm COMMAND --help’ for more information on a command.
russ in ~

%[ .
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time="2017-5-13T13:04:112" level=info msg="Creating service metadata”
time="2017-05-13T13:04:112" level=info msg="[network-services:network-manager]: Created " eventId=df
bb4005-7940-4dc8-87d3-1d56c687c994 resourceld=1std

time="2017-05-13T13:04:112" level=info msg="[network-services:metadata]: Created " eventId=dfbb4ees-
7940-4dc8-87d3-1d56c687c994 resourceld=1st4

time="2017-05-13T13:04:112" level=info msg="[network-services:dns]: Creating " eventId=dfbb40es-7940
-4dc8-87d3-d56c687c994 resourceld=1st4

time="2017-05-13T13:04:11" level=info msg="[network-services:dns]: Created " eventId=dfbb4e@5-7940-
4dc8-87d3-d56c687c994 resourceld=1st4

time="2017-05-13T13:04:112" level=info msg="[network-services:]: Project created " eventId=dfbb4ees-
7940-4dc8-87d3-1d56c687c994 resourceld=1st4

time="2017-05-13T13:04:11" level=info msg="[network-services:]: Creating project " eventId=dfbb4ees
-7940-4dc8-87d3-1d56c687c994 resourceld=1std

time="2017-05-13T13:04:112" level=info msg="[network-services:network-manager]: Creating " eventId=d
bb4005-7940-4dc8-87d3-Td56c687c994 resourceld=1std

time="2017-05-13T13:04:112" level=info msg="[network-services:metadata]: Creating " eventId=dfbb4ees
-7940-4dc8-87d3-1d56c687c994 resourceld=1std

time="2017-05-13T13:04:112" level=info msg="[network-services:metadata]: Created " eventId=dfbb4ees-
7940-4dc8-87d3-1d56c687c994 resourceld=1st4

time="2017-05-13T13:04:112" level=info msg="[network-services:dns]: Creating " eventId=dfbb40es-7940
-4dc8-87d3-d56c687c994 resourceld=1st4

time="2017-05-13T13:04:11" level=info msg="[network-services:dns]: Created " eventId=dfbb4e@5-7940-
4dc8-87d3-d56c687c994 resourceld=1st4

time="2017-05-13T13:04:112" level=info msg="[network-services:network-manager]: Created " eventId=df
bb4005-7940-4dc8-87d3-1d56c687c994 resourceld=1std
time="2017-05-13T13:04:112" level=info msg="[network-services:
7940-4dc8-87d3-1d56c687c994 resourceld=1st4
time="2017-05-13T13:04:112" level=info msg="Stack Create Event Done" eventId=dfbb405-7940-4dc8-87d3
-1d56c687c994 resourceld=1st4

Project created " eventId=dfbb40es-
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192.168.99.100 <

Home
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Metadata from image russmckendrick/cluster

Last inspected 4 hours ago.

Versions ~

s
Created March 03, 2017 at 08:39 PM
D 98369be7ee59
Maintainer Russ McKendrick <russ@[hidden]>
Download Size 15.5 MB
Labels No labels
Layers 14

32MB  russmckendrick/base ©

©
file:730030a98475f0c5dcob15ab61da161082b5COf6e112a9c921b423
21140¢3927 in /.

MAINTAINER Russ McKendrick <russ@[hidden]>

RUN apk update & apk upgrade & apk add ca-certificates
bash & rm —rf /var/cache/apk/+

MAINTAINER Russ McKendrick <russ@[hidden]>

REETVER RuN apk add ——update supervisor nginx & rm -rf /var/cache/apk/* &
mkdir —p /var/wwi/html

RPN copy
multi:3bdc7274da3d28b1a2c8bd5 fhebB8adsa7d00e75c279681a2e91997 f150bae3s
in /var/wa/html/

202 bytes [fevad
file:aca2ads4f2bb25ce99756515423bcc7c11d031d6d62a63d7863b88892cbcb62
in /script/

439 bytes [fevad
file:b77a553¢5566a605€475e619c9T224c668732b3b95dce6adadad7beals6bb
in /etc/nginx/conf.d/

666 bytes [faad
file:90d3709a1dch3b7d65e1be3bd8841348742c636af c248€3c343dagef03debrad
in /etc/nginx/nginx.conf

517 bytes [Revad
file:4f254ac566b6¢11cb2CC197C96e5109551030bbT28c9502b826c4230a3db372b
in /etc/supervisord. conf

PERRCY RUN chown —R nginx:nginx /var/www/html

EXPOSE 80/tcp

ENTRYPOINT ["supervisord"]

32bytes LI “/etc/supervisord. conf"]
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# docker container logs --since 2617-06-24T1: -t nginx-test

2017-06-24T14:34:04.338348374Z 172.17.0.1 - - [24/Jun/2617:14:34:64 +6006] "GET / HTTP/1.1" 260 612
Mozilla/5.6 (Macintosh; Intel Mac 0S X 16_12_5) AppleWebKit/603.2.4 (KHTML, like Gecko) Version/10.1.1 Sa
fari/603.2.4" "-

2017-06-24T14:34:04.605846434Z 172.17.0.1 - - [24/Jun/2617:14:34:04 +600] "GET / HTTP/1.1" 260 612 "-" "

Mozilla/5.6 (Macintosh; Intel Mac 0S X 16_12_5) AppleWebKit/603.2.4 (KHTML, like Gecko) Version/10.1.1 Sa
fari/663.2.4" "-"

russ in ~

%[
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# docker cloud

Repositories / russmckendrick / nginx-private

General Tags Builds Timeline

Showing 1-1 of 1 Tags

latest 16 w8 3

Last updated 2 minutes ago

cloud.docker.com

Settings

@ i image has ulnerabilties

s

Get Help
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in on master®
http://localhost:8080" --title="Blog Title" --admin_use
r="admin" --admin_password: admin_email="emailedomain.con"
sendmail: can't connect to remote host (127.6.6.1): Connection refused
Success: WordPress installed successfully.

in on master®
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russ in ~
4 docker image pull alpine

Using default tag: latest

latest: Pulling from library/alpine

2aecc7e1714b: Pull complete

Digest: sha256:6b94d1d1b5eb130d00253374552445b39470653 b1alec2d81490948876e462C

Status: Downloaded newer image for alpine:latest

russ in ~

4 docker image tag alpine localhost:500/localalpine

russ in ~

4 docker image push localhost:5006/localalpine

The push refers to a repository [localhost:5000/localalpine]

3fb667139f: Layer already exists

latest: digest: sha256:0b94d1d1b5eb130dde253374552445039470653b1alec2d81490948876e462c size: 528
russ in ~

%[ .
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russ in ~
# docker image 1s
REPOSITORY

debian

centos.

ubuntu

alpine

fedora

russ in ~

%[

IMAGE ID

a25cleed1c6f
3bee3060bfc8
7b9b1377b9cO
241a7446062d
15895ef@b3b2

CREATED

2 days ago
4 days ago
7 days ago
2 weeks ago
7 weeks ago

SIZE
123 W8
193 M8
118 M8
3.97 MB
231 M8
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& Import Dashboard x

Importing Dashboard from Grafana.com

Published by Thibaut Mottet
Updated on 2016-12.020737:22

Options
Name Docker and system monitoring v
Prometheus ©  Prometheus o v

_ cancel fock
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Service details =

Services > cluster

B Service details

Name
D

Created at

Last updated at
Version
Scheduling mode.

Replicas

Image

cluster

rus4kixxgxsxss2voeBe7si7e [T

2017-05-07 18:

3

2017-05-07 18:46:

36

replicated

R

russmckendrick/cluster:latest@sha256:e7d6182aa203671889d940212918278b

Do you need help? View the Docker Service documentation here.

Lo B

@admin

log out

= Quick navigation
Environment variables
Container labels

Mounts

Network & published ports

Resource limits &
reservations

Placement constraints
Restart policy

Update configuration
Service labels

Tasks
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russ in ~
# date

Sat 24 Jun 2017 15:38:43 BST

russ in ~

4 docker container exec nginx-test date
Sat Jun 24 14:38:46 UTC 2017

russ in ~

%[ .
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russ in ~/Documents/Code/mastering-docker/chapter82/scratch-example on master*
4 docker image build --tag local:fromscratch .

Sending build context to Docker daemon 4.247 MB

Step 1/3 : FROM scratch

>
Step 2/3 : ADD files/alpine-minirootfs-3.6.1-x86_64.tar /

---> 5e6C657c024

Removing intermediate container 606252681db3

Step 3/3 : CMD /bin/sh

> Running in 68ce02ec78b7

> 5309359df2dc

Removing intermediate container 68c@02ec78b7

Successfully built 53b9359df2dc

russ in ~/Documents/Code/mastering-docker/chapter82/scratch-example on master*
4 docker container run -it --name alpine-test local:fromscratch /bin/sh

/ # cat /etc/*release

3.6.1

NAME="Alpine Linux"

Ip=alpine

VERSION_ID=3.6.1

PRETTY_NAME="Alpine Linux v3.6"

HOME_URL="http://alpinelinux.org"
BUG_REPORT_URL="http://bugs.alpinelinux.org"

/¥ exit

russ in ~/Documents/Code/mastering-docker/chapter82/scratch-example on master*

%[
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# docker container 1s

CONTAINER ID IMAGE COMMAND CREATED STATUS PORTS NAMES
8ed5183ededl russmckendrick/moby-counter  "node index.js" 15 hours ago Up 15 hours ©.0.0.0:8086->80/tcp  moby-counter
1bece530450a redis:alpine "docker-entrypoint...” 15 hours ago Up 15 hours 6379/tcp redis.

russ in ~

%[
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o000 < o ® O # eu-west-1.console.aws.amazon.com
IS IR T e =

ndrick v Ireland v Support v

Services v Resource Groups v %

Get started with EC2 Container Registry

| step 1: Configure repository Configure repository

Step 2: Build, tag, and push Docker image

¢ o This wizard will guide you through the steps of creating a repository in EC2 Container Registry. Learn more
Repository name* | dockerfile-example o

Namespaces are optional, and they can be Included n the repository name with a siash (for

example, namespace/repo)

Repository URI 687011238589, dkr.ecreu-west-
1.amazonaws.com/dockerfile-example.

Permissions

As the owner, you have access to this repository by default. After completing this wizard, you can grant others permission to
access this repository in the console.

R—" cana
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russ in ~/Documents/Code/mastering-docker/chapterd6/mobycounter on master*

4 docker-compose up

Creating network "mobycounter_default” with the default driver

Creating volume "mobycounter_redis_data” with default driver

Creating mobycounter_redis_1

Creating mobycounter_mobycounter_1

Attaching to mobycounter_redis_I, mobycounter_mobycounter_1

mobycounter_1 | using redis server

redis_1 | 1:C 27 Jun 01:32:64.699 # Warning: no config file specified, using the default conf

1g. In order to specify a config file use redis-server /path/to/redis.conf

mobycounter_1 |

redis_1 I

redis_1 I

redis_1 I

redis_1 I

redis_1 I

redis_1 I

redis_1 I

redis_1 I

redis_1 I

redis_1 I

redis_1 I

redis_1 I
I
I
|
|
|
|
|
|
/
|

Redis 3.2.9 (60060806/0) 64 bit
Running in standalone mode

Port: 6379
PID: 1

http://redis.io

mobycounter_1
redis_1
mobycounter_1
redis_1
redis_1
redis_1
redis_1
redis_1
redis_1 1:M 27 Jun 01:32:04.760 # WARNING: The TCP backlog setting of 511 cannot be enforce
d because /proc/sys/net/core/somaxconn is set to the lower value of 128.

redis_1 1:M 27 Jun 01:32:04.700 # Server started, Redis version 3.2.9

redis_1 | 1:M 27 Jun 01:32:04.700 # WARNING you have Transparent Huge Pages (THP) support ena
bled in your kernel. This will create latency and memory usage issues with Redis. To fix this issue
run the command 'echo never > /sys/kernel/mm/transparent_hugepage/enabled’ as root, and add it to yo
ur /etc/rc.local in order to retain the setting after a reboot. Redis must be restarted after THP is
disabled.

redis_1 | 1:M 27 Jun 01
9

mobycounter_1 | server listening on port: 86
mobycounter_1 | Connection made to the Redis server

il

| _
have port: 6379

04.760 * The server is now ready to accept connections on port 637
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russ in ~/Documents/Code/mastering-docker/chapterd6/exanple-voting-app on master*
4 docker-compose up -d

Starting examplevotingapp_worker_1 ...

examplevotingapp_result_1 is up-to-date

redis is up-to-date

Starting examplevotingapp_worker_1

examplevotingapp_vote_1 is up-to-date

done
locker/chapter@6/example-voting-app on master*

Starting examplevotingapp_worker_1
russ in ~/Documents/Code/master ng-

%[
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docker

Ichapter02/dockerfle-
example/Dockerfile

Start New Build

Recent Builds Last 48 Hours Last 30 days
DATESTARTED |

Todayat 2:59 PM @ master @ latest

¥ master

Create Build Trigger ~

PULL

CONTEXT LOCATION onor

BRANCHES/TAGS

Jchaptero2/dockerfile-
example

(None) &

Contact Us

c BE)





assets/7e9c5a49-ee42-4e0d-8bee-e5adfd6a3a71.png
Docker

S

Docker

@RG & DRop

- - -

Applications





assets/a84a2db9-7bfe-4cb7-a1aa-13e65135a319.png
russ in ~/Documents/Code/mastering-docker/chapterd6/mobycounter on master*
# docker container 1s -a

CONTAINER ID IMAGE COMMAND CREATED STATUS PORTS NAMES

8fd4814abf9d russmckendrick/moby-counter  "node index.js" About a minute ago Exited (137) 49 seconds ago mobycounter_mobycounter_1
8878618be33 redis:alpine "docker-entrypoint. About a minute ago Exited (8) 46 seconds ago mobycounter_redis_1
94577092100 redis:alpine "docker-entrypoint. About an hour ago  Up About an hour 0.0.0.0:32769->6379/tcp redis.

42b8bbcb39c8 examplevotingapp_vote "python app.py” About an hour ago  Up About an hour ©.0.0.0:5000->80/tcp examplevotingapp_vote_1
4cb92beles2c examplevot ingapp_worker "/bin/sh -c 'dotne. About an hour ago  Exited (1) 19 minutes ago examplevot ingapp_worker_1
287607100645 examplevotingapp_result “nodemon --debug 5. About an hour ago  Up About an hour ©.0.0.0:5858->5858/tcp, ©.0.0.0:5001->80/tcp  examplevotingapp_result_1
Scdeel2cedfa postgres:9.4 "docker-entrypoint. About an hour ago  Up About an hour 5432/tcp db

russ in ~/Documents/Code/mastering-docker/chapter@6/mobycounter on mas:

%[
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CONTAINER CPU % MEM USAGE / LIMIT MEM % [GRT BLOCK /0 PIDS
nginx-test 0.00% 1.844 MiB / 1.952 GiB  0.09% 1.38kB /9288 0B/0B 2
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russ in ~/Documents/Code/mastering-docker/chapter12/docker -wordpress on master*

4 docker-compose run wp theme install customizr --activate

Installing Customizr (3.5.17)

Downloading install package from https://downloads.wordpress.org/theme/customizr.3.5.17.zip. ..
Unpacking the package.
Installing the theme
Theme installed successfully.
Activating ‘customizr"
Success: Switched to 'Customizr' theme.

Success: Installed 1 of 1 themes.

russ in ~/Documents/Code/mastering-docker/chapter12/docker-wordpress on master®
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russ in ~/Downloads
4 kubectl get endpoints
NAME ENDPOINTS
kubernetes  10.0.42.204:443
russ in ~/Downloads

4 kubectl get nodes

-10-162.ec2. internal
-28-200. ec2. internal
-42-204.ec2. internal
-73-90.ec2. internal
-85-83.ec2. internal
-91-193.ec2. internal
russ in ~/Downloads

%[

AGE
53m

STATUS

AGE
54m
52m
56m
5im
53m
53m

VERSION

v1.6.4+Coreos.0
v1.6.4+Coreos.0
v1.6.4+Coreos.0
v1.6.4+Coreos.0
v1.6.4+Coreos.0
v1.6.4+Coreos.0
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Description

Status Checks

Instance ID
Instance state
Instance type
Elastic P
Availabilty zone
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Scheduled events
AMIID

Monitoring | Tags

1-016090b3474d86150
running

2.micro
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docker-machine. view inbound rules
No scheduled events
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16.04-amd64-server-20161221 (ami-
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S # 0
[>] 1to1of1
Instance State ~ | Status Checks - Alarm Status | Public DNS (IPvé)
@ running Z Initializing None. Y
_§_N=]

Public DNS (IPv4)
1Pv4 Public IP

1PVE IPs

Private DNS
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Secondary private IPs
VPCID

Subnet ID
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Dashboard
App Templates
Services

Containers

Images

Networks

Volumes

Swarm

© Portainer V.24

192.168.99.100 th|a

Cluster overview @ admin
Swarm log outs

I Cluster status

Nodes 3

Docker APl version 129

Total CPU 3

Total memory 31368

B Node status. Items per page: 10
Name Role cpu Memory Engine 1P Address Status
swarm-worker01 worker 1 168 17.05.0-ce 192168.99.101 =3
swarm-manager manager 1 1c8 17.05.0-ce 192.168.99.100 =3
swarm-worker02 worker 1 168 17.05.0-ce 192168.99.102 =3
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Stack: & MyClusterApplication v/ B | SActive O | i

Description: Testing Rancher with the cluster application

~ Active cluster-loadbalancer (D To: cluster-service Ports: 80/tcp Load Balancer 1Container [

&Active cluster-service © Image: russmekendrick/cluster Service. 1Container B
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russ in ~
# docker node 1s

1 HOSTNAME STATUS AVAILABILITY MANAGER STATUS
agdycvryuccysslozccdaasrd  swarm-worker62 Ready  Active
gha7m9bT55wWd8p3e0]iyk7yf  swarm-manager Ready ~Pause
wgtfdnhcau7fcr7xsj@8uo7do * swarm-worker6l Ready Active Leader

russ in ~

# docker node update --availability active swarm-manager

swarm-manager

russ in ~

# docker node 1s

1 HOSTNAME STATUS AVAILABILITY MANAGER STATUS
qgdycvryuccysslozccdaasrd  swarm-worker62 Ready  Active
gha7mobT55wwd8p3e0]iyk7yf  swarm-manager Ready Active
wgtfdnhcau7fcr7xsj@8uo7do * swarm-worker6l Ready Active Leader

russ in ~

%[ .
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russ in ~/Documents/Code/docker/moby-counter on master*
4 docker image pull redis:alpine

alpine: Pulling from library/redis

4306802959df: Pull complete

4371af8a8c8e: complete
99ed756029db: complete
653720cbafda; complete
2657285e1862 complete

0d06b3179ca: Pull complete

Digest: sha256:abd22066aacoT53009605c4d382eb1483dcae3bac5dd6a56067746cdB600eSD
Status: Downloaded newer image for redis:alpine

russ in ~/Documents/Code/docker /moby-Counter on master*

4 docker image pull russmckendrick/moby-counter

Using default tag: latest

latest: Pulling from russmckendrick/moby-counter

cfc728c1c558: Pull complete

21552fe8edcd: complete
3025e3fe6722: complete
5c51b5fc9209: complete
dalcc31641fc complete

04770da24b67: Pull complete
Digest: sha256:69dddbdae6ef09d6e87cc7bdlbof3a71d083b844160d200dbdefbags72dcefs0
Status: Downloaded newer image for russmckendrick/moby-counter:latest

russ in ~/Documents/Code/docker /moby-Counter on master*

4 docker network create moby-counter
207d0486Ceb0e0]38b3c46C5ac98810a572895583a0as ce644378ce16c8

russ in ~/Documents/Code/docker/moby-Counter on master*

%[ .
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russ in ~
4 docker service inspect portainer --pretty

: 1Kkcayhodyz60nbd]811103b7v
Name: portainer
Service Mode: Replicated
Replicas: 1
Placement:Contraints:  [node.role == manager]
UpdateConfig:
Parallelism: 1
On failure:  pause
Max failure ratio:
Containerspec:
Image: portainer/portainer : 1atest@sha256:46bf7e42c9cdab5ab70bIecaBeb772e7ef65e781a094cch6
745e11705237¢
Args: -H unix:///var/run/docker .sock
Mounts
Target = /var/run/docker.sock

Source = /var/run/docker .sock
ReadOnly = false
Type = bind
Resources:
Endpoint Mode: vip
Ports:
PublishedPort 9960
Protocol = tcp
TargetPort = 9600
russ in ~

%[
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Py
008 < >| D) ®) | 159.203.109.86 < N i =N

™ ) Default STACKS C INFRASTRUCTURE v ADMIN v

Containers @ Show System

Actions v ds x Ry
) State Name & IP Address & Host & Image & Command &

O ORunning MyClusterApplication-cluster...  10.42.49.206 rancher1 rancher/Ib-service-haproxy:v... None H
O ORunning MyClusterApplication-cluster. 10.42.200.135 rancherl russmckendrick/cluster None H
O ORunning MyClusterApplication-cluster...  10.42.244.112 rancher3 russmckendrick/cluster None H
O ORunning MyClusterApplication-cluster... ~ 10.42.75.60 rancherl russmckendrick/cluster None H
O ORunning MyClusterApplication-cluster. 10.42.56.20 rancherl russmckendrick/cluster None H
O ORunning MyClusterApplication-cluster... ~ 10.42.153.191 rancher2 russmckendrick/cluster None H
O ORunning MyClusterApplication-cluster... ~ 10.42.20.52 rancher3 russmckendrick/cluster None H
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ee0e <> m|® localnost o) [T ED
[C SERVICES NODES KEYNVALUE AcL ot~ o

[ Foery e | [ ows] | Cluster

l cluster 3 passing ThGS
app, web

I consul 1 passing NODES

I consul-8500 pasing I 230667de6b6C 127.0.0.1 1 passing

I consul-8600 1 passing I Serf Health Status serftieaitn passing
I 230667de6b6e 127.00.1 1 passing
I Serf Health Status serfHealth passing
I 230667de6b6e 127.00.1 1 passing
I Serf Health Status serfHealth passing
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# docker-machine 1s
NAME ACTIVE  DRIVER STATE URL
docker -aws - amazonec2 Running /184.73.76.74:2376
docker-digitalocean * digitalocean Running /159.203.133.96:2376
docker-local - virtualbox Running  tcp://192.168.99.100:2376

russ in ~

%[

DOCKER ERRORS
v17.05.0-ce
v17.05.0-ce
v17.05.0-ce
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& cloud.dockercom

<
@ docker cloud + GetHelp ~ russmckendrick v
» Contain
e 4 General Logs Timeline  Terminal
Swarm
Mode
Actions stop
E B SERVICE NAME Ib. = PID None
= STACKNAME ClusterApp 5_ RUN COMMAND dockercloud-haproxy
= 181
® MAGETAG dockerdloud/haproxylatest & PorT 80-80/tcp + 443/tcp + 1936/tcp
£3894070-0213-4384.91fc-
& '8d46d58d9310.node.dockerapp.io

X, NETWORK Bridge

= RUNNING
O PRIVILEGED MODE OFF
27 minutes ago

T} AUTORESTART ALWAYS

.
(1] &} AUTODESTROY OFF
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russ in ~/Desktop/cluster
# docker stack 1s.

NAME  SERVICES

cluster 1

russ in ~/Desktop/cluster

# docker stack services cluster

» NAME MODE REPLICAS IMAGE

tybczquda7lc cluster_cluster replicated 6/6 russmckendrick/cluster:latest
russ in ~/Desktop/cluster

4 docker stack ps cluster

0] NAME IMAGE NODE DESIRED STATE CURRE
NT STATE ERROR  PORTS

©7wrabg5dso2 cluster_cluster.l russmckendrick/cluster:latest swarm-manager Running Runni
ng 8 minutes ago

onsslc92posl cCluster_cluster.2 russmckendrick/cluster:latest swarm-workeré2 Running Runni
ng 8 minutes ago

fbb2skébutSy cluster_cluster.3 russmckendrick/cluster:latest swarm-manager Running Runni
ng 8 minutes ago

v212ngznjfol cCluster_cluster.4 russmckendrick/cluster:latest swarm-workeré2 Running Runni
ng 8 minutes ago

mBqvcsmthe66 Cluster_cluster.5 russmckendrick/cluster:latest swarm-manager Running Runni
ng 8 minutes ago

ufkex1f8uv2d cluster_cluster.6 russmckendrick/cluster:latest swarm-worker62 Running Runni

ng 8 minutes ago
russ in ~/Desktop/cluster

%[
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# docker container run --name nginx-foregound -p 9690:80 nginx
172.17.6.1 - - [24/Jun/2017:10:34:09 +6006] "GET / HTTP/1.1" 200 612 "-" "Mozilla/5.0 (Macintos!
tel Mac 05 X 16_12_5) AppleWebKit/663.2.4 (KHTML, like Gecko) Version/10.1.1 Safari/663.2.4" "

In

172.17.6.1 - - [24/Jun/2017:10:34:10 +0806] "GET / HTTP/1.1" 260 612 "-" "Mozilla/5.8 (Macintosh; In
tel Mac 0S X 16_12_5) AppleWebKit/683.2.4 (KHTML, like Gecko) Version/10.1.1 Safari/603.2.4" "-"
172.17.6.1 - - [247Jun/2017:10:34:10 +0800] "GET / HTTP/1.1" 200 612 "Mozi1la/5.8 (Macintosh; In
tel Mac 0S X 16_12_5) AppleWebKit/683.2.4 (KHTML, like Gecko) Version/10.1.1 Safari/603.2.4" "-"
172.17.6.1 - - [24/Jun/2017:10:34:11 +0806] "GET / HTTP/1.1" 260 612 "-" "Mozilla/5.8 (Macintosh; In
tel Mac 05 X 16_12_5) AppleWebKit/683.2.4 (KHTML, like Gecko) Version/10.1.1 Safari/663.2.4" ".
172.17.6.1 - - [247Jun/2017:10:34:14 +0800] "GET / HTTP/1.1" 200 612 "Mozi1la/5.8 (Macintosh; In
tel Mac 0S X 16_12_5) AppleWebKit/683.2.4 (KHTML, like Gecko) Version/10.1.1 Safari/663.2.4" "-"
172.17.6.1 - - [24/Jun/2017:10:34:14 +0806] "GET / HTTP/1.1" 260 612 "-" "Mozilla/5.8 (Macintosh; In
tel Mac 0S X 16_12_5) AppleWebKit/683.2.4 (KHTML, like Gecko) Version/10.1.1 Safari/603.2.4" "-"
172.17.6.1 - - [247Jun/2017:10:34:15 +0800] "GET / HTTP/1.1" 200 612 "Mozi1la/5.8 (Macintosh; In
tel Mac 0S X 16_12_5) AppleWebKit/683.2.4 (KHTML, like Gecko) Version/10.1.1 Safari/603.2.4" "-"
172.17.6.1 - - [24/Jun/2017:10:34:15 +0806] "GET / HTTP/1.1" 260 612 "-" "Mozilla/5.8 (Macintosh; In
tel Mac 0S X 16_12_5) AppleWebKit/683.2.4 (KHTML, like Gecko) Version/10.1.1 Safari/603.2.4" "-
172.17.8.1 - - [24/Jun/2017:16. 5 +0000] "GET / HTTP/1.1" 200 612 "-" "Mozilla/5.@ (Macintos!

tel Mac 0S X 16_12_5) AppleWebKit/683.2.4 (KHTML, like Gecko) Version/10.1.1 Safari/603.2.4" "-"
Acruss in ~

Eal
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# docker-machine ssh docker-digitalocean
Welcome to Ubuntu 16.04.2 LTS (GNU/Linux 4.4.6-81-generic x86_64)

* Documentation: https://help.ubuntu.com
* Management: https://landscape. canonical.com
* Support: https://ubuntu.con/advantage

Get cloud support with Ubuntu Advantage Cloud Guest:
http://wwW.ubuntu. com/business/services/cloud

5 packages can be updated.
© updates are security updates.

‘root@docker-digitalocean:~# [|
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Dashboard
App Templates
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Containers

Images
Networks
Volumes
Events

Docker

Password

Users

Endpoints

© Portainer V.24

localhost

9 th|a

Application templates list &

Templates.

# Available templates

Solr®

Solr

Open-source enterprise search platform

W]

WordPress

Afree and open-source CMs

Plone.

Plone

A free and open-source CMS built on top of
Zope

&
Wowza

Streaming media server

28 : BB

Redis

Open-source in-memory data structure
store.

Joormia

Joomla

Another free and open-source CMS.

Magento 2

Open-source e-commerce platform

@ admin

log out

Items per page: 10

RabbitMQ

Highly reliable enterprise messaging
systom

e

Drupal

Open-source content management
framework

Mautic

Open-source marketing automation
platform
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© Setup Build Trigger: 2c2b3352

Select organization

Please select the organization under which the repository lives

Quay Container Registry has been granted access to read

1-30f3 Filter namespaces. and view these organizations.

ORGANIZATION INPORTANCE Don't see an expected organization here? Please make
sure third-party access is enabled for Quay Container
o H russmckendrick Registry under that organization.

Select Repository
Select a repository in H russmckendrick

Hide stale repositories  Awebhook will be added to the selected repository in
order to detect when new commits are made.

1-10f1 Filter repositories... Don't see an expected repository here? Please make sure

you have admin access on that repository.
REPOSITORY NAME UPDATED DESCRIPTION

o () mastering-docker 7 daysago

L
©20142017Core0S, Inc.  Terms  Privacy  Security  About  Contact All Systems Operational
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00 <

[in]

Personal v

localhost

News&Blogs v Toolsv Work v BC Common Gist Plex

[c3

Linux 268655990934 4.9.27-moby #1 SMP Thu May 11 04:01:18 UTC 2017 x86_64

Jun 12017 08:30:11

Configure Command

mome/buildozer/aports/community/phpS/srciphp-5.6.30/configure “~buld=x86_64-alpine-linux-mus! '~
"host=x86_64-alpine-linux-musl" ~prefix=/usr" ~sySconidir=/etc/phps' localstatedir=Nar' -With-i2yout=GNU' -
With-conig:fle-path=etc/phpS' —with-conig-file-scan-iir=/etc/phps/cont d' ~enable-iniine-optimization' isable-
debug""~disable-rpath -isable-static enable-shared -~mandir=/ust/share/man’ -With-pic' ~program-sufix=5"
‘~disable-cil -with-apxs2' —enable-bemath=shared -with-bz2=shared enable-calendar=shared" -wih-cd' -

f with-curl=Shared —enable-dba=shared' with-dbd=shared enable-dom=shared with-
enchant=shared' enable-exi=shared ~with-eetype-cir=shared, st -enable-ftp=shared" '~with-gd=shared"
‘enable-ga-native-t with-gdbm=shared' with-gettext=shared - { with-iconv=shared’ -
cu-dir=/usr withimap=shared' with-imap-ssi=shared" —enable-inti=shared --with-jpeg-dir=shared,usr'
enablejson=shared' -withidap=shared’ ~enable-lioxmi=shared" ~enable-mbregex ‘~enable-mbsring=all with-
merypt=shared -with-mysal=shared,mysaind'-wih-mysql-sock=Naritun/mysqid/mysqid.sock' -wih-
‘mysqli=shared,mysqind” - with-openssi=shared’ -with-pcre-regex=/usr* ~enable-pcti=shared ~enable-
pdo=shared'-wih-pdo-mysal=shared, mysaqind' ih-pdo-odbo=shared, unixODBC,usr' wil-pdo-pgsgl=shared'
"with-pdo-sqite=shared, st -wih-pgsqi=shared ‘—enable-phar=shared" -with-png-dir=shared, usr —enable-
‘posix=shared ~with-pspell=shared' --With-regex=php' ‘~enable-session’-enable-shmop=shared’ -
‘snmp=shared" -enable-soap=shared’ ~enable-sockets=shared’ -wih-sqite3=shared, usr "~enable-
sysvmsg=shared =shared —enable-sysvshm=shared' with-unxODBC=shared, usr*
ximi=shared' enable-xmireader=shared" with-xmirpc=shared' with-xsi=shared —enable-wddx=shared'
‘enable-zip=shared --with-zlio=shared' "~without-db1" Without-b2" --without-dbd' ~without-qdbim’ *~wit-
‘mssql=shared --with-pdo-dblib=shared' enabe-opcache' buid_alias=xB6_64-zlpine-inux-musl
host_alias=x86_64-alpine-inux-musi CC=gec' GFLAGS=-Os -fomit-rame-pointer -g' LDFLAGS="Wi,as-needed"
'CPPFLAGS=-Os -fomitframe-pointer' CXXFLAGS=0s -fomit-frame-pointer g'

Server API

‘Apache 2.0 Handler

Virtual Directory Support

disabled

Configuration File (php.ini) Path

etciphps

Loaded Configuration File.

letciphpSiphp.ni
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russ in ~

# docker container 1s

CONTAINER ID IMAGE COMMAND CREATED STATUS PORTS NAMES

russ in ~

# docker container 1s -a

CONTAINER ID IMAGE COMMAND CREATED STATUS PORTS NAMES
92430527c0c2 hello-world "/hello” 2 days ago Exited (0) 11 minutes ago infallible_davinci
russ in ~

%[
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Stack: = MyClusterApplication v B | eActie | 0

Description: Testing Rancher with the cluster application

&Active cluster-service Image: russmekendrick/cluster Service 1Container [
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# docker-compose up -d
Creating network "dockerwordpress_default” with the default driver
Creating dockerwordpress_wp_1 ...
Creating dockerwordpress_mysql_1 ...
Creating dockerwordpress_wp_l
Creating dockerwordpress_mysql_1 ... done
Creating dockerwordpress_wordpress_1 .
Creating dockerwordpress_wordpress_1 .
Creating dockerwordpress_web_1 ...
Creating dockerwordpress_web_1 ... done
russ in ~/Documents/Code/mastering-docker/chapter12/docker-Wordpress on master*
4 docker-compose ps.

Name Command state Ports

done

dockerwordpress_nmysql_1 docker-entrypoint.sh mysqld  Up 3306/tcp

dockerwordpress_web_1 nginx -g daemon of: up ©.0.0.0:8080->80/tcp
dockerwordpress_wordpress_1  docker-entrypoint.sh php-fpm  Up 9006/ tcp
dockerwordpress_wp_1 docker-entrypoint.sh wp shell Exit 1

russ in ~/Documents/Code/mastering-docker/chapter12/docker-wordpress on master*

%[
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in on master*®
# curl 'http://admin:password@localhost:3600/api/datasources’ -X POST -H 'Content-Type: application
/ison;charset=UTF-8' --data-binary '{"name":"Prometheus”,"type" :"prometheus","url": "http://prometheu
5:9690", "access”: "proxy”, "isDefault":true}
{"1d":1,"message" :"Datasource added","name":"Prometheus"} in

on master®






assets/48dd5698-ad03-42ac-b299-35b6c035c9da.png
russ in ~
# docker node 1s

1 HOSTNAME STATUS AVAILABILITY MANAGER STATUS
ag3ycvryuccyssloccdaasrd  swarm-worker62 Ready  Active
gha7mobT55WWd8p3e0] iyk7yf * swarm-manager Ready Active Leader
wgtfdnhcau7fcr7xsj@8uo7do  swarm-worker@l Ready Active Reachable
russ in ~

%[ .
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e0e < [in] # GitHub, Inc.

(0]
O Pull requests Issues Marketplace Gist

russmckendrick / mastering-docker @Unwatch~ 1 %star 0  YFork 0

<> Code Issues 0 Pull requests 0 Projects 0 Wiki Settings  Insights

Branch: master - mastering-docker / chapter02 / dockerfile-example / Createnewfile  Uploadfiles  Findfile | History

[y russmekendrick Adding Dockerfile example Latest commit 7be30cd 7 days ago

i files Adding Dockerfile example 7 days ago

) Dockerfile Adding Dockerfile example 7 days ago

©2017 GitHub, Inc. Terms  Privacy ~Security Status Help Contact GitHub AP| Training Shop Blog ~About
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russ in ~/Documents/Code/mastering-docker/chapter12/prometheus on master*
4 docker-compose up -d

Creating network "prometheus_default” with the default driver

Creating volume "prometheus_prometheus_data” with default driver
Creating volume "prometheus_grafana_data” with default driver

Creating cadvisor ...

Creating node-exporter ...

Creating cadvisor

Creating cadvisor ... done

Creating prometheus.

Creating prometheus ... done
Creating grafana ...
Creating grafana ... done

russ in ~/Documents/Code/mastering-docker/chapter12/prometheus on master*

%[
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% docker volume s

DRIVER VOLUME NAME

1ocal 719d6cc415dbc76Ted5e9b8893e2c54710ac6c912334516041dba31f0dd2d2a

Tocal d6167f7ee25b55011f1144e9030ee44140b463C20925450b60065e78 Tee54D
in ~

%
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russ in ~/Documents/Code/mastering-docker/chapterd6/exanple-voting-app on master*
4 docker-compose logs -f db
Attaching to db

db database system was shut down at 2017-67-81 18:42:64 UTC
db MultiXact member wraparound protections are now enabled
db database system is ready to accept connections

db autovacuum launcher started
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# docker version

Client:

Version: 17.63.1-ce
API version: 1.27

Go version: gol.7.5
Git commit: c6ddlze

Built: Tue Mar 28 00:40:62 2017
0S/Arch: darwin/amdéa

Server:

Version: 17.03.1-ce

API version: 1.27 (minimum version 1.12)
Go version: go1.7.5
Git commit: c6ddlze

Built: Fri Mar 24 00:00:50 2017
05/Arch: 1inux/and64
Experimental: true

russ in ~

%[
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russ in ~

# ssh docker@54.246.218.236
The authenticity of host '54.246.218.236 (54.246.218.236)' can't be established.

ECDSA key fingerprint is SHA256:QSpgaUc/AJT2yVe5SdnSQEMG]S3Y1HzinFXxTUtMrhk .
Are you sure you want to continue connecting (yes/no)? yes
Warning: Permanently added '54.246.218.236' (ECDSA) to the list of known hosts.

Welcome to Docker!
~ $ docker node 1s.

0}
dBsmypycnt@0505186ncvvrip
1tei3odzhudtw2plknrézkztm
JWl1qvp6T6lkus23qqoiefkaqy
nd2g2pkicxp@iewgvalonyc7o
sldru2ewgtadspelhgk7dkads
vgch3a75rmmhowfytusoxaigk
W52qde2771x]246pn8kn36u5
z]!salhn\pppznguzﬂhm
~$

HOSTNAME
1p-172-31-1-133.eu-west-1.compute. internal
1p-172-31-22-67.eu-west-1.compute. internal
1p-172-31-44-79. eu-west-1.compute. internal
1p-172-31-26-81.eu-west-1.compute. internal
1p-172-31-35-46. eu-west-1.compute. internal
1p-172-31-6-0. eu-west-1.compute. internal

1p-172-31-36-40. eu-west-1.compute. internal
1p-172-31-1-229. eu-west-1.compute. internal

STATUS

AVAILABILITY MANAGER STATUS

Active
Active
Active
Active
Active
Active
Active
Active

Reachable
Leader

Reachable
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00 < o ® localhost ¢
ﬁportoiner.io Image details
Images > sha2S6.0b2afEcH1B33612dS3b0eSabISO0aa3TS2CHI3HOC24a48TeScrzoc3abOOBIAGS g oue
® Image tags
russmckendrick/cluste X & 0@

Dashboard

Note: you can click on the upload icon & to push an image or on the download icon & to pull an image or on the trash icon @ to delete a tag.
App Templates

Containers

Images % Tag the image

Networks
Name e.g. mylmage:myTag Registry © e.g. myregistry.mydomain

Volumes
Note: if you don't specify the tag in the image name, (g will be used.

Events
Tag

Docker

@ Image details
Password

. D sha256:0b2af6cffB336f2d59b0eSabs50aa3152ch33f0c24a483e5cf2ec3eb008f4dd9 [T )

Size 51.4MB

Endpoints

Created  2017-03-03 20:39:13
Build Docker 112.6-cs6 on linux, amd64.

Author Russ McKendrick <russ@mckendrick.io>

B Dockerfile details

cMD. /bin/sh —c #(nop) CMD [

“/etc/supervisord.conf"]

ENTRYPOINT supervisord

EXPOSE 80/tcp

ENV PATH

tainer v1.12.4
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NAMES

russ in ~
# docker container 1s

CONTAINER ID IMAGE COMMAND CREATED STATUS PORTS
8cbsbdacdeac nginx “nginx -g 'daemon ..." 24 seconds ago Up 20 seconds 0.0.0.0:8080->80/tcp  nginx-test
russ in ~

%[
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russ in ~
# docker container run hello-world

Unable to find image ‘hello-world:latest' locally

latest: Pulling from library/hello-world

b04784fba78d: Pull complete

Digest: sha256:f3b3b28a45160805bb16542C9531888519430e9e6061CO9U72261b0026F f74T
Status: Downloaded newer image for hello-world:latest

Hello from Docker!
This message shows that your installation appears to be working correctly.

To generate this message, Docker took the following steps:

1. The Docker client contacted the Docker daemon.

2. The Docker daemon pulled the "hello-world” image from the Docker Hub.

3. The Docker daemon Created a new container from that image which runs the
executable that produces the output you are currently reading.

4. The Docker daemon streamed that output to the Docker client, which sent it
to your terminal.

To try something more ambitious, you can run an Ubuntu container with:
$ docker run -1t ubuntu bash

Share images, automate workflows, and more with a free Docker ID:
https://cloud. docker . com/

For more examples and ideas, visit:
https://docs. docker .com/engine/userguide/

russ in ~

%[
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Linux 156771172604 4.9.27-moby #1 SMP Thu May 11 04:01:18 UTC 2017 x86_64.

May 132017 10:48:42

Configure Command

Jconfigure build=x36,_64-alpine-inux-musi’ —host=xB6_64-alpine-inux-musi" —prefix=/usr" ~prograrm-suffx=
Ibdir=Iustibiphp?" datadir=Nust/sharelphp? --sysconfdir=letc/php7" iocalstatedir=Ivar'-wih-1ayout=GNU" -
With-pic' ~with-pear=/ust/share/php7' —with-coniig-fl-path=/etcphp7" -with-config-fl-scan-dir=/etc/php7/cont.o"
"~disable-short-tags' -~enable-bemath=shared' with-bz2=shared' ~enable-calendar=shared —enable-
ctype=shared --with-curi=shared —enable-dba=shared' with-db4" --with-dbmaker=shared’ ‘with-gdom' --
enable-dom=shared’ -wih-enchant=shared --enable-exif=shared --enable-fleinfo=shared' ‘~enabie-fp=shared"
"-with-gd=shared --with-freetype-ir=/usr" -disable-ga-js-conv --enable-gd-native-tf "wih-peg-dir=/usr' with-
‘png-dir=/usr with-webp-dir=/ust” ~with-xpm-dir=/Lsr" ‘~with-gettexi=shared"~with-gmp=shared’ ‘wih-
iconv=shared -with-imap=shared' with-imap-ss" with-iu-dir=/usr" --enable-inti=shared' -enable-json=shared
" with-kerberos' with-Idap=shared’ -wih-Idap-sasl"—with-bedit ~enable-iloxmi" -with-ibxml-ir=/usr' —enable-
‘mbstring=shared -with-mcrypt=shared --with-mysali-shared,mysaind' with-mysa-
sock=Irun/mysaldimysad.sock' “-enable-mysqind=shared —enable-opcache=shared -with-openssi=shared'
With-system-ciphers! enable-ponti=shared! wit-pcre-regex=/us -enable-pdo=shared’ '—with-pdo-
dblib=shared' with-pdo-mysqi=shared,mysaind' ‘~with-pdo-odbo=shared,unxODBC, usr' with-pdo-
'Pgsgl=shared -with-pdo-Salite=shared,/usr" - With-pgsa=shared" —enable-phar=shared' “-enable-posix=shared -
“with-pspell=sharea’ -without-readiine’ with-recode=shared —enable-session=shared ~enable-shmop=shared"
‘enable-simplexmi=shared' with-snmp=shared' ~enable-soap=shared enable-sockets=shared -with-
sqited=shared/usr' —enable-sysvmsg=shared' ~enable-sysvsem=shared enable-sysvshm=shared' ‘-
tidy=shared enable-tokenizer=shared" with-unixODBC=shared,usr' '~enable-wdx=shared" —enable-
xmi=shared' enable-xmireader=shared" with-xmirpc=shared' enable-xmiwiter=shared -with-xsi=shared
‘enable-zip=shared -with-lbzip=/usr "~with-zib=shared" wih-2il>-dir=/usr' diseble-phpdbg' disable-cg -~
disable-cir -with-apes2"ould_alias=xB6_64-alpine-inux-mus' host_alias=x86_64-alpine-inux-musi’

Server API

‘Apache 2.0 Handler

Virtual Directory Support

disabled

Configuration File (php.ini) Path

letciphp?

Loaded Configuration File.

letciphp7/phpni
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russ in ~
# docker service 1s

1 NAME  MODE REPLICAS IMAGE

39tavoc7gpsy cluster replicated 1/1 russmckendrick/cluster:latest
russ in ~

%[
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russ in ~
4 docker image pull localhost:5006/localalpine

Using default tag: latest

latest: Pulling from localalpine

2aecc7e1714b: Pull complete

Digest: sha256:6b94d1d1b5eb130d00253374552445b39470653 b1alec2d81490948876e462C
Status: Downloaded newer image for localhost:5000/localalpine:latest

russ in ~

# docker image 1s

REPOSITORY TAG IMAGE ID CREATED
localhost:5006/localalpine latest 241274460624 3 weeks ago
registry 2 9decaeababad 5 weeks ago
russ in ~

%[

SIZE
3.97 MB
33.2 M8
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Filter: Active~ Showing 1 stack
Stack Name Created Time Status Description
Docker 2017-05-21 12:47:00 UTC+0100 ‘CREATE_COMPLETE Docker for AWS 17.03.1-ce (aws2)
Overview  Outputs Resources Events Template Parameters Tags StackPolicy = Change Sets _§-N=}
Key Value Description Export Name
Docker-ELB-1700993975.eu-west-1.elb.ama
DefaultDNSTarget Use this name to update your DNS records
zonaws.com
This region has at least 3 Availability Zones (
ZoneAvailabilityComment AZ). This is ideal to ensure a fully functional S Availabilty Zones Comment
warm in case you lose an AZ.
https://eu-west-1.console.aws.amazon.com/
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# docker container 1s

CONTAINER ID IMAGE COMMAND CREATED STATUS PORTS NAMES
8ed5183ededl russmckendrick/moby-counter  "node index.js" 14 hours ago Up 12 seconds ©.0.0.0:8086->80/tcp  moby-counter
1bece530450a redis:alpine "docker-entrypoint...” 14 hours ago Up 19 seconds 6379/tcp redis.

russ in ~

%[
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©© O russ@russ-virtual-machine: ~

russ@russ-virtual-machine:~$ docker version
Client:

Version: 17.05.0-ce

API version: 1.29

Go version: gol.7.5

Git commit: 89658be

Built: Thu May 4 22:10:54 2017
0S/Arch: linux/amd64
Server:

Version: 17.05.0-ce

API version: 1.29 (minimum version 1.12)
Go version: gol.7.5

Git commit: 89658be

Built: Thu May 4 22:10:54 2017
0S/Arch: linux/amd64

Experimental: false
russ@russ-virtual-machine:~$ ]
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russ in ~
# docker container run hello-world

Unable to find image ‘hello-world:latest' locally

latest: Pulling from library/hello-world

784450045222: Pull complete

Digest: sha256:c5515758d4c5ele838e9cd3076C6a00620b5e07€67927b07d0516d12alacsd7
Status: Downloaded newer image for hello-world:latest

Hello from Docker!
This message shows that your installation appears to be working correctly.

To generate this message, Docker took the following steps:

1. The Docker client contacted the Docker daemon.

2. The Docker daemon pulled the "hello-world” image from the Docker Hub.

3. The Docker daemon Created a new container from that image which runs the
executable that produces the output you are currently reading.

4. The Docker daemon streamed that output to the Docker client, which sent it
to your terminal.

To try something more ambitious, you can run an Ubuntu container with:
$ docker run -1t ubuntu bash

Share images, automate workflows, and more with a free Docker ID:
https://cloud. docker . com/

For more examples and ideas, visit:
https://docs. docker .com/engine/userguide/

russ in ~

%[
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% docker-machine 1s
NAME ACTIVE  DRIVER STATE URL SWARM  DOCKER ERRORS
docker-local  * virtualbox Running  tcp://192.168.99.100:2376 v17.05.0-ce

in
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# docker container logs --tail 5 nginx-test

172.17.6.1 - - [24/Jun/2017:13:03:54 +0800] "GET / HTTP/1.1" 200 612 "-" "Mozilla/5.8 (Macintosh; Intel M
ac 05 X 16_12_5) AppleWebKit/663.2.4 (KHTML, like Gecko) Version/10.1.1 Safari/603.2.4" "-"
172.17.6.1 - - [24/Jun/2017:13:11:50 +0806] "GET / HTTP/1.1" 200 612 "-" "Mozilla/5.8 (Macintosh; Intel M

ac 05 X 16_12_5) AppleWebKit/663.2.4 (KHTML, like Gecko) Version/10.1.1 Safari/603.2.4" "-"

172.17.6.1 - - [24/Jun/2017:13 1 +0800] "GET / HTTP/1.1" 200 612 "Mozilla/5.8 (Macintosh; Intel M
ac 05 X 16_12_5) AppleWebKit/663.2.4 (KHTML, like Gecko) Version/10.1.1 Safari/603.2.4" "-"

172.17.0.1 - - [24/Jun/2017:13:11:51 +0600] "GET / HTTP/1.1" 200 612 "Mozilla/5.8 (Macintosh; Intel M
ac 05 X 16_12_5) AppleWebKit/663.2.4 (KHTML, like Gecko) Version/10.1.1 Safari/603.2.4" "-"

172.17.6.1 - - [24/Jun/2017:13 7 +0800] "GET / HTTP/1.1" 200 612 "Mozilla/5.8 (Macintosh; Intel M
ac 05 X 16_12_5) AppleWebKit/683.2.4 (KHTML, like Gecko) Version/10.1.1 Safari/603.2.4" "-"

russ in ~

%[ .
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russ in ~/Documents/Code/mastering-docker/chapterd6/mobycounter on master*
4 docker-compose down --rmi all --volumes

Stopping mobycounter_mobycounter_1 ... done

Stopping mobycounter_redis_1 ... done

Removing mobycounter_mobycounter_1 ... done

Removing mobycounter_redis_1 ... done

Removing network mobycounter_default

Removing volume mobycounter_redis_data

Removing image redis:alpine

Removing image russmckendrick/moby-counter

russ in ~/Documents/Code/mastering-docker/chapterd6/mobycounter on master*

%[
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# hub.docker.com <

Q Search

Dashboard Explore  Organizations  Create AT russmekendrick

PUBLIC REPOSITORY

masteringdocker/scratch-example v

Repolnfo  Tags  Collaborators  Webhooks  Settings

Short Description @ Docker Pull Command [}

Short description is empty for this repo. docker pull masteringdocker/scratch-e

Full Description @ Owner

Full description is empty for this repo. masteringdocker
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russ in ~

# docker container 1s

CONTAINER ID
277a7efat462
5bbc78af29c8
194183e8569D
922b7b8b1e40
€92a0696e62¢
becaa68faeac
russ in ~

%0

IMAGE
nginx
nginx
nginx
nginx
nginx
nginx

COMMAND
“nginx
“nginx
“nginx
“nginx
“nginx
“nginx

CREATED

About
About
About
About
About
About

hour
hour
hour
hour
hour
hour

ago
ago
ago
ago
ago
ago

STATUS
Up 4 minutes
Up 4 minutes
Up 4 minutes
Up 4 minutes
Up 4 minutes
Up 9 minutes

(Paused)

PORTS
86/tcp
86/tcp
86/tcp
86/tcp
86/tcp
0.0.0.0:8080->80/tcp

NAMES
nginxs
nginx4
nginx3
nginx2
nginxl
nginx-test
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il

L0G: database system was shut down at 2017-67-61 15
FATAL: the database system is starting up

Waiting for db

FATAL: the database system is starting up

Waiting for db

MultiXact member wraparound protections are now enabled
database system is ready to accept connections

autovacuum launcher started

Connected to db

ERROR: relation "votes” does not exist at character 38

STATEMENT: SELECT vote, COUNT(id) AS count FROM votes GROUP BY vote
Error performing query: error: relation "votes” does not exist
Connected to db

ERROR: relation "votes” does not exist at character 38

STATEMENT: SELECT vote, COUNT(id) AS count FROM votes GROUP BY vote
Error performing query: error: relation "votes” does not exist
Found redis at 172.19.6.3

Connecting to redis

172.19.6.1 - - [81/Ju1/2017 15:36:31] "POST / HTTP/1.1" 200 -
Processing vote for 'a’ by 'd52dbc169860334'
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00 < o0 @ console.aws.amazon.com

Services v Resource Groups v

IAM > Roles > dockercloud-role

Search 1AM «
~ Summary
Dashboard Role ARN arm:aws:iam::687011238589:role/dockercloud-role
Groups Role description Edit
Users Instance Profile ARNs
Roles. Path /
Policies Greation time 2017-05-19 17:10 UTC+0100
dentity providers Give this link to users who can https://signin.aws.amazon.com/switchrole? Copy Link
e switch roles in the console account=6870112385898r0leName=dockercloud-role
Account settings
Credential report —_—
Permissions  Trustrelationships  Access Advisor  Revoke sessions
Encryption keys Managed Policies ~

‘The following managed policies are attached to this role. You can attach up to 10 managed policies.

Attach Policy

Policy Name Actions
dockercloud-policy Show Policy | Detach Policy | Simulate Policy
Inline Policies v

@ Feedback (@ English
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@ CloudFormation v  Stacks

Create Stack Actions ~

Filter: Active ~
Stack Name
Docker

Overview  Outputs

2017-05-21
> 12:47:08 UTC+0100
> 12:47:08 UTC+0100
> 12:47:08 UTC+0100
> 12:47:07 UTC+0100
> 12:47:07 UTC+0100
> 12:47:07 UTC+0100
> 12:47:07 UTC+0100
> 12:47:07 UTC+0100

12:47:07 UTC+0100

Design template
Created Time Status. Description
2017-05-21 12:47:00 UTC+0100 CREATE_IN_PROGRESS Docker for AWS 17.03.1-ce (aws2)

Resources  Events

Status
CREATE_COMPLETE
CREATE_COMPLETE
CREATE_COMPLETE
CREATE_IN_PROGRESS
CREATE_IN_PROGRESS
CREATE_IN_PROGRESS
CREATE_IN_PROGRESS
CREATE_IN_PROGRESS
CREATE_IN_PROGRESS

@ Feedback (@ English

Template

AWS:

Parameters  Tags  StackPolicy ~ Change Sets

70 more events available to display.

Logical ID
‘SwarmSQSCleanup
SwarmsQs
DockerLogGroup
‘SwarmSQSCleanup
SwarmsQs
DockerLogGroup
Vpe

ProxyRole
SQS::Queve SwarmsQs

Status reason

Resource creation Initiated
Resource creation Initiated
Resource creation Initiated
Resource creation Initiated
Resource creation Initiated

c =

Showing 1 stack

_}_]=]

Terms of U
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russ in ~
# docker image 1s
REPOSITORY

alpine
Tocalhost:5000/1ocalalpine
registry

russ in ~

%[

TAG
latest
latest
2

IMAGE ID

241a7446062d
241a7446062d
9decdeababad

CREATED

3 weeks ago
3 weeks ago
5 weeks ago

SIZE
3.97 MB
3.97 MB
33.2 M8
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< 0 0/e & hub.docker.com

Q Search Dashboard Explore  Organizations  Create ~ /R russmekendrick

[ ~ | B@Repositories % Stars (7 Contributed Private Repositories: Using 0 of 6 Get more

@ Docker Security Scanning

Protect your repositories from
vulnerabilities.
N . Try it free
russmckendrick/ab 1 4.0K >
public | automated build STARS PULLS DETALS
5 russmekendrick/cluster 1 1.6K >
public | automated build STARS PULLS DETALS
5 russmckendrick/base 1 1.3K >
public | automated build STARS PULLS DETALS
5 russmckendrick/nginx-php 1 11K >
public | automated build STARS PULLS DETALS
, russmckendrick/consul 0 854 >
public | automated build STARS PULLS DETALS
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russ in ~/Documents/Code/mastering-docker/chapterd6/exanple-voting-app on master*
#4 docker-compose up -d --scale vote=3
examplevotingapp_worker_1 is up-to-date

Starting examplevotingapp_vote_1
Starting examplevotingapp_vote_1
redis is up-to-date

examplevotingapp_result_1 is up-to-date
Creating examplevotingapp_vote_2
Creating examplevotingapp_vote 3
Creating examplevotingapp_vote 2
Creating examplevotingapp_vote 3

. done

. error
. error

ERROR: for examplevotingapp_vote_3 Cannot start service vote: driver failed programming external co
nnectivity on endpoint examplevotingapp_vote 3 (51d49c1b3061a48298bc62802971dd7184e5ect86d7dn860437¢
eBcddde5045c) : Bind for ©.6.0.0:5006 failed: port is already allocated

ERROR: for examplevotingapp_vote_2 Cannot start service vote: driver failed programming external co
nnectivity on endpoint examplevotingapp_vote 2 (875059f687d6C11568C80a8a4754712e7509a64ec05429711860
ef6bd26d9d6c) : Bind for 0.6.0.0:5006 failed: port is already allocated

ERROR: for vote Cannot start service vote: driver failed programming external connectivity on endpo
int examplevotingapp_vote_3 (51d49c1b361a48298bc62802971dd7 84e5ec86d7db860437ce0cddde5045¢) : Bind
for ©.6.0.0:5000 failed: port is already allocated

ERROR: Encountered errors while bringing up the project.

russ in ~/Documents/Code/master ing-docker/chapter@6/example-voting-app on master*

%[
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russ in ~
# docker node 1s
1 HOSTNAME

gg3ycvryuccysslolccdaadrd  swarm-workero2
gha7m9bf55wwdBp3e0] iyk7yf  swarm-manager
wgtfdnhcau7fcr7xsj@8uo7do *  swarm-workerel

russ in ~
# docker-machine 1s

NAME ACTIVE  DRIVER
swarm-manager - virtualbox
swarm-worker@l  * virtualbox
swarm-worker@2 - virtualbox
russ in ~

%[

STATUS

Ready Active Leader
STATE URL

Running  tcp://192.168.99.100:2376
Running  tcp://192.168.99.101:2376
Running  tcp://192.168.99.102:2376

AVAILABILITY MANAGER STATUS
Ready Active
Ready Active

DOCKER ERRORS
v17.04.0-ce
v17.04.0-ce
v17.04.0-ce
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Event list & @ admin
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Filter..
Category Detail
image Image amazonlinuxlatest pulled
2017-05-07 15:13:28 container Exec instance started
2017-05-07 15:13:28 container Exec instance created
2017-05-07 15:13:24 container Exec instance started
2017-05-07 15:13:23 container Exec instance created
2017-05-07 15:12:46 container Exec instance started
2017-05-07 15:12:46 container Exec instance created
2017-05-07 15:12:33 container Exec instance started
2017-05-07 15:12:33 container Exec instance created
2017-05-07 15:12:27 container Exec instance started
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Authorize Docker Cloud
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g russmckendrick@me.com ‘

Cancel
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Container stats @ admin

Containers > cluster > Stats log outs
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I Network usage = Processes Items per page: 10

Docker
PID USER TIME COMMAND

7195 root  0:00 {supervisord} /usr/bin/python
/usr/bin/supervisord -c.
/etc/supervisord.conf

Password

Users
7216 root  0:00  nginx: master process /ust/sbin/nginx

Endpoints N
7220 chrony 0:00  nginx: worker process

tainer v1.12.4
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Add Environment
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Kubernetes

Environment Template

150.203109.86

Description

Testing Kubernetes with Rancher

L
S @
> <J
4§§D
Kubernetes M Swarm

Orchestration: Kubernetes
Framework: Network Services, Healthcheck Service
Networking: Rancher IPsec

Windows
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ﬁportoiner.io

Connect Portainer to a Docker engine or Swarm cluster endpoint

© Manage the Docker instance where Portainer is running
) Manage a remote Docker instance

A This feature is not yet available for native Docker Windows containers.

On Linux and when using Docker for Mac or Docker for Windows or Docker Toolbox, ensure that you have started
Portainer container with the following Docker flag ~v */var/run/docker. sock: /var/run/docker. sock"
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# docker run -it --net host --pid host --cap-add audit_control \

-e DOCKER_CONTENT_TRUST=$DOCKER_CONTENT_TRUST \
-v /var/lib:/var/Tib \

-v /var/run/docker.sock: /var/run/docker .sock \
-v /etc:/etc --label docker_bench_security \
docker/docker-bench-security

Docker Bench for Security v1.3.2

Docker, Inc. (c) 2615-

Checks for dozens of common best-practices around deploying Docker containers in production.
Inspired by the CIS Docker 1.13 Benchmark.

#uHHBHRRL L L

Initializing Mon Jul 3 13:43:22 UTC 2017

[INFO] 1 - Host Configuration

[WARN] 1.1 - Create a separate partition for containers
[NOTE] 1.2 - Harden the container host

[INFO] 1.3 - Keep Docker up to date

[INFO] * Using 17.06.0, when 17.67.6 is current as of 2017-67-01

[INFO] * Your operating system vendor may provide support and security maintenance for Docker
[INFO] 1.4 - Only allow trusted users to control Docker daemon

[INFO] * docker:x:50:docker

[WARN] 1.5 - Audit docker daemon - /usr/bin/docker

[WARN] 1.6 - Audit Docker files and directories - /var/lib/docker
[WARN] 1.7 - Audit Docker files and directories - /etc/docker
[INFO] 1.8 - Audit Docker files and directories - docker.service
[INFO] * File not found

[INFO] 1.9 - Audit Docker files and directories - docker.socket
[INFO] * File not found

[INFO] 1.16 - Audit Docker files and directories - /etc/default/docker

[INFO] File not found

[WARN] 1.11 - Audit Docker files and directories - /etc/docker/daemon.json
[INFO] 1.12 - Audit Docker files and directories - /usr/bin/docker-containerd
[INFO] * File not found

[INFO] Audit Docker files and directories - /usr/bin/docker-runc
[INFO] File not found

-
S
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Welcome to Docker

Login with your Docker ID

russmckendrick

Login
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in on master®
# docker-compose run wp db import /export/wordpress.sql
Success: Imported from '/export/wordpress.sql’.

in on master®
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e0e < o o e # hub.docker.com

& Qseacn Dashboard Explore  Organizations  Create

Create Automated Build

Repository Namespace & Name* Visibility

masteringdocker - dockerfile-example public -

Short Description*

Testing an automated build.

By default Automated Builds will match branch names to Docker build tags. Click here to customize behavior.

Customize Autobuild Tags

‘Your image will build automatically when your source repository is pushed based on the following rules. Revert to default settings

Push Type Name Dockerfile Location Docker Tag
/chapter02/dockerfile-e
Branch master Sample latest +

T russmokendrick
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e0e < o @ # console.aws.amazon.com

Services v Resource Groups v % Il Mckendrick »  Global +  Support v

Create Policy Review Policy

Step 1 : Create Policy Customize permissions by editing the following policy document. For more information about the access policy language, see Overview of Policies in the

Using IAM guide. To test the effects of this policy before applying your changes, use the 1AM Policy Simulator.
Step 2 : Set Permissions

Policy N:
‘Step 3 : Review Policy ey Name
d d-policy
Description
4
Policy Document
-

"Version": "2012-10-17",
- "Statement": [

- {
- “Action": [
"ec2:%",
“iam:ListInstanceProfiles”
1,
"Effect”: "Allow",
“Resource”: "*"
1

() Use autoformatting for policy editing Cancel | validate Policy | Previous ||
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P o7 Kubernetesv KUBERNETESv  INF ADMIN v

Kubernetes Dashboard

Dashboard
Kubernetes Dashboard is a general purpose, web-based Ul for Kubernetes clusters. It
allows users to manage applications running in the cluster and troubleshoot them, as
‘well as manage the cluster itself.

Kubernetes Ul

.9 Help Documentation Fileanlssue  Forums  Slack @Englishv ¥, Download CLIv
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supported version Adda host

Access Control

GitHub is enabled

Rancher is configured to allow access to environment members, no organizations and 1 user.

Authentication

Client ID: ccabf7753f69ac6add1c

configur

4 Github application, d

Site Access

Configur e Rancher.

© Allow any valid Users

© Allow members of Environments, plus Authorized Users and Organizations

O Restrict to only Authorized Ut d Organizati
estrict access to only Authorized Users and Organizations ‘Authorized Users and Organizations

russmckendrick
Russ McKendrick
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russ in ~
4 docker $(docker-machine config docker-aws) container exec moby-counter ping -c 3 redis
PING redis (10.32.0.1): 56 data bytes

64 bytes from 10.32.0.1: seq=0 ttl=64 time=93.025 ms

64 bytes from 10.32.0.1: seq=1 tt1=64 time=392.355 ms

64 bytes from 10.32.0.1: seq=2 ttl=64 time=92.898 ms

--- redis ping statistics ---

3 packets transmitted, 3 packets received, 6% packet loss
round-trip min/avg/max = 92.898/192.759/392.355 ms.

russ in ~

%[
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russ in ~/Documents/Code/mastering-docker/chapter12/docker -wordpress on master*
4 docker-compose run wp plugin install jetpack --activate

Installing Jetpack by WordPress.com (5.1)

Downloading install package from https://downloads.wordpress.org/plugin/jetpack.5.1.zip. ..
Unpacking the package.
Installing the plugin.
Plugin installed successfully.
Activating 'jetpack’...

Plugin 'jetpack’ activated.

Success: Installed 1 of 1 plugins.

‘russ in ~/Documents/Code/mastering-docker/chapter12/docker-wordpress on master®
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Stack: = MyClusterApplication v

150.203109.86

Description: Testing Rancher with the cluster application

~ Active cluster-loadbalancer @

cluster-service @

Q FAdive

cluster-service

Info (View Details)
&b Active ®
Image: russmckendrick/cluster
Entrypoint: None
Command: None

Description: The containers running
russmekendrick/cluster

Containers (6)

Scale 6 [
000000

To: cluster-service Ports: 80/tcp

Image: russmekendrick/cluster

Ports

NoPublic Ports

Load Balancer

Service

Links

NoLinks

B SActive

1Container

6 Containers
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russ in ~/Documents/Code/mastering-docker/chapter12/docker -Wordpress on master*
4 1s -1nt wordpress/export/

russ in ~/Documents/Code/mastering-docker/chapter12/docker -wordpress on master*
4 docker-compose run wp db export --add-drop-table /export/wordpress.sql
Success: Exported to '/export/wordpress.sql'.

russ in ~/Documents/Code/mastering-docker/chapter12/docker -Wordpress on master*
4 1s -1ht wordpress/export/

total 992

-rW-r--r-- 1 russ staff 496K 8 Jul 14:54 wordpress.sql

russ in ~/Documents/Code/mastering-docker/chapter12/docker-Wordpress on master*
4 head -5 wordpress/export/wordpress.sql

-~ MySQL dump 16.16 Distrib 10.1.22-MariaDB, for Linux (x86_64)

-- Host: mysql  Database: wordpress

-- Server version 8.0.1-dnr
russ in ~/Documents/Code/mastering-docker/chapter12/docker-wordpress on master*

%[ .
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Manage your Docker container images

russmckendrict
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Inspect — Badges
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See what's inside Rebuild automatically when the Get free badges for your code and
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QO QUAY  Applications  Repositories  Tutorial  Docs  Blog search +.f R russmekenrick -

Repositories + Create New Repository

Users and Organizations

BN russmekendrick

Create New Organization

You haven't starred any repositories yet.

Stars allow you to easily access your favorite repositories.

This namespace doesn't have any viewable repositories.

Either no repositories exist yet or you may not have permission to view any. f you have permission, try creating a new repository. €0 QUAY Enterprise Leamore >

©20142017Core0S, Inc.  Terms  Privacy  Security  About  Contact All Systems Operational
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-‘* docker hub  Q search

Docker Hub

Dev-test pipeline automation, 100,000+ free apps, public and private registries

Explore  Help

New to Docker?
Create your free Docker ID to get started,

Sign in
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e0e < > DO O] L & cloud.docker.com o h a
= 6. ENV TERM=dumb 00
No components in this layer
» '
7. Ibin/sh -c apk a...nx var/www/html 12478 ~ .-
o Component Vulnerability Severity
Swarm
Mode pere 8.40-r2 CVE-2017-7245 Major
B5D: Permissive License CUE2017.7245 Major
CVE-2017-7186 Major
CVE-2017:7284 Major

BSD: Permissive License

Show all components

8. COPY file:b77a55...c/nginx/conf.d/ 440.08

No components in this layer
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russ in ~/Desktop/dockerf1le-example

4 docker image 1s

REPOSITORY TAG IMAGE ID CREATED SIZE
Tocal dockerfile-example  c64e6e3c31ds 2 minutes ago 5.49 MB
alpine latest a41a7446062d 2 weeks ago 3.97 MB

russ in ~/Desktop/dockerf1le-example

%[ .
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& DigitalOcean, LLC

9 Droplets Images Networking ~ Monitoring APl Support

Droplets

Droplets ~ Volumes

Name

docker-digitalocean
512 MB /20 GB Disk / NYC3 - Ubuntu 16.04.2 x64

IP Address

159.203133.96

Search by Droplet name

Created «

Just now

Tags

More v
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# docker cloud

Docker Cloud

The official cloud service for continuously delivering Docker applications.

Continuous integration
(Cl) for Docker

Automatically build and test your
Docker applications with every git

push.

Check out what's new in Docker Cloud!

Fully-managed Docker
Registry Service

Securely create and share Docker
images with fine-grained permission
controls.

Priing  Resources  Signup  Signin

New to Docker?

Create your free Docker ID to get started.

By signing up, you agree to Docker's Terms of Service. Privacy Poliy.

Provision & manage
Swarms

Provision Swarms to popular Cloud
providers, or register existing
Swarms to Docker Cloud.
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Service list < @ admin
Services log outs
= Services Items per page: 10
+ Add service Fiter..
Dashboard
Name Published
e TR v Image Scheduling mode  Ports Updated at Ownership
Sl ) cluster  russmckendrick/cluster-atest replicated 1 / 11 80:80 2017-05-07 @ Private ® Switch to
Scale 18:37:33 public
Containers ) portainer  portainer/portaineriatest replicated 1 / 1 | '9000:9000 2017-05-0718:07:21 @ Public
Scale

Images

© Portainer V.24
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A Before adding your first service or lat

Welcome to Rancher!

Rancher Labs would like to collect anonymous information about the:

User Stacks configuration of your installation to help make Rancher beter.
Your data will not be shared with anyone else, and no specific resource names

or addresses are collected.

Allow collection of anonymous

Aservice is simply a group of containers cre eight distributed DNS service for service
discovery. Services can be added individuall

Aservice is also capable of leveraging other ilability. Learn More

Rt

V159  Help  Documentation Fileanlssue  Forums  Slack @Englishv & Download CLI v
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00 < o O @ # hub.docker.com

&> (Qseaen Dashboard Explore  Organizations  Create ~ /R russmekendrick

© GitHub (russmokendrick) £ Link Accounts

Users/Organizations docker X
=
boot2docker-vagrant-box
=
X digitalocean-docker-swarm
K russmckendrick >

docker
docker-install
extending-docker
forego-docker
jenkins-docker-example
mastering-docker
monitoring-docker

packer-docker
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e0e < oD o e & hub.docker.com &) s
Dashboard Explore  Organizations Create ~ /R russmokendrick
V] ~ | BRepostories  # Stars [ Contributed Private Repositories: Using 00f 6 Get more
Ly russmokendrick

masteringdocker Create Repository +

@ Docker Security Scanning

Protect your repositories from
vulnerabilities.
\ russmckendrick/ab 1 4.0K > e
public | automated build STARS PULLS | Demis
\ russmekendrick/cluster 1 1.6K >

public | automated build STARS PULLS DETAILS
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russ in ~
# docker-machine 1s

NAME ACTIVE  DRIVER STATE  URL SWARM  DOCKER ERRORS
swarm-manager - virtualbox Running  tcp://192.168.99.100:2376 v17.04.0-ce

russ in ~

%0
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russ in ~
# docker container 1s -a

CONTAINER ID IMAGE
44e72e11b672 nginx
becaa68faeac nginx
russ in ~

%[

COMMAND
"nginx -g 'daemon
"nginx -g 'daemon

CREATED
About an hour ago
About an hour ago

STATUS
Exited (8) 24 seconds ago
Up About a minute

PORTS.

0.0.0.0:8080->80/tcp

NAMES
nginx-foreground
nginx-test
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# docker-machine ssh docker-local
P .

Il | =

[ Al P VA N I VA A |

II)I(JI(JII Ol </

NN/ AN/ TN

Saotibocker version 17 G576 ce, build HEAD : 5ed2848 - Fri May 5 21:04:09 UTC 2017
Docker version 17.65.0-ce, build 89658be

‘docker@docker-1ocal
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docker version

Version: 17.03.1-ce

API version: 1.27

Go version: gol.7.5

Git_commit: c6d4l2e

Built: Tue Mar 28 00:40:02 2017
0S/Arch: windows /amd64

server:

Version: 17.03.1-ce

API version: 1.27 (minimum version 1.12)
Go version: gol.7.5

Git_commit: c6d4l2e

Built: Fri Mar 24 00:00:50 2017
0S/Arch: Tinux/amd64
Experimental: true

PS C:\Users\russm> _
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1. Choose Cluster Type
2. Define Cluster
Cluster Info
Certificate Authority
SSH Key
Define Nodes
Networking.
Console Login
Submit

3. Boot Cluster

127004

AWS Credentials & Save progress

Enter your Amazon Web Services (AWS) credentials to create and configure the required
resources. Itis strongly suggested that you create a imited access role for Tectonic's
communication with your cloud provider.

© Use a normal access key (default)

Access Key ID AKIAJT6QDJFKRRCGO3ZA
Secret Access Key

Use a temporary session token

Northern Virginia (us-east-1)

Previous Step NextStep

onic docs.
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russ in ~
# docker-machine 1s

NAME ACTIVE  DRIVER STATE  URL SWARM  DOCKER ERRORS
swarm-manager  * virtualbox Running  tcp://192.168.99.100:2376 v17.64.0-ce
swarm-workerdl - virtualbox Running  tcp://192.168.99.101:2376 v17.04.0-ce
swarm-worker@2 - virtualbox Running  tcp://192.168.99.102:2376 v17.04.0-ce

russ in ~

# docker node 1s

1 HOSTNAME STATUS AVAILABILITY MANAGER STATUS
ag3ycvryuccyssloccdaasrd  swarm-worker62 Ready  Active

gha7mobT55WWd8p3e0] iyk7yf * swarm-manager Ready Active Leader

wgtfdnhcau7fcr7xsj@8uo7do  swarm-worker@l Ready Active

russ in ~

%[ .
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russ in ~
4 docker container exec -1 -t nginx-test /bin/bash
roote8cbsbdacdeac: /# whoami

root

root@8cbsbdacdeac: /# 1s -lhat /usr/share/nginx/html/
total 16K

drwxr-xr-x 2 root root 4.0K May 30 17:08 .
drwxr-xr-x 3 root root 4.0K May 30 17:68 .
-rW-r--r-- 1 root root 537 May 30 13:03 50x.html
-rW-r--r-- 1 root root 612 May 30 13:03 index.ntml
root@8cbsbdacdeac: /# exit

exit

russ in ~

%[ .
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