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Preface

Starting with version 1.14, Kubernetes has brought the most anticipated feature of the year
2019: production-level support for Windows Server container workloads. This is a huge
milestone that enables migration to cloud-native technologies for all enterprises that rely
heavily on Windows technologies at their core. Developers and system operators can now
leverage the same tools and pipelines to deploy both Windows and Linux workloads, scale
them in a similar way, and undertake efficient monitoring. From a business perspective,
container adoption for Windows means lower operational costs and better hardware
utilization than plain VMs.

You are holding in your hands a book that will guide you in terms of how to use
Kubernetes and Docker containers in the Microsoft Windows ecosystem - it covers both
hybrid Windows/Linux Kubernetes cluster deployment and handles cluster operations
using a Windows client machine. Since support for Windows in Kubernetes is a fairly new
concept, you can expect the official documentation and guides to still be scarce. In this
book, we aim to systematize your knowledge regarding Kubernetes scenarios that involve
Windows. Our aim was to create the ultimate guide for Kubernetes on Windows.

Who this book is for

The primary audience for this book is Kubernetes DevOps architects and engineers who
need to integrate Windows container workloads into their Kubernetes clusters. If you are a
Windows application (especially .NET Framework) developer and you haven't used
Kubernetes yet, this book is also for you! In addition to the strategies regarding the
deployment of hybrid Windows/Linux Kubernetes clusters, we cover the fundamental
concepts behind Kubernetes and how they map to the Windows environment. And if you
are interested in migrating existing .NET Framework applications to Windows Server
containers running on Kubernetes, you will definitely find guidance in terms of how to
approach this problem.

What this book covers

Chapter 1, Creating Containers, describes different container types that are currently used,
in particular, across the Linux and Windows operating systems. The main objective of this
chapter is demonstrating how to build a sample Windows container, run it, and perform
basic operations.
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Chapter 2, Managing State in Containers, discusses the possible approaches for managing
and persisting state in containerized applications and explains how to mount local and
cloud storage volumes (Azure Files SMB share) on containers in order to run clustered
database engines such as MongoDB using Windows containers.

Chapter 3, Working with Container Images, focuses on container images, which are the
standard way of distributing containerized applications. The objective of this chapter is to
demonstrate how to use Docker Hub and Azure Container Registry and how to deliver
container images safely in deployment pipelines.

Chapter 4, Kubernetes Concepts and Windows Support, familiarizes you with core Kubernetes
services such as kubelet, kube-proxy, and kube-apiserver, as well as the most commonly
used Kubernetes objects, such as Pod, Service, Deployment, and DaemonSet. You will learn
why Windows support in Kubernetes is important and what the current limitations are as
regards Windows containers and Windows nodes. We will also focus on creating simple
development Kubernetes clusters for different use cases.

Chapter 5, Kubernetes Networking, describes the networking model of Kubernetes and
available Pod network solutions. You will learn how to choose the most suitable
networking mode for Kubernetes clusters with Windows nodes.

Chapter 6, Interacting with Kubernetes Clusters, shows how to interact and access Kubernetes
clusters from a Windows machine using kubectl. As an example, we will show how to
work with local development clusters and what the most common and useful kubectl
commands are.

Chapter 7, Deploying Hybrid On-Premises Kubernetes Clusters, demonstrates how to
approach the provisioning of VMs and the deployment of hybrid Windows/Linux
Kubernetes clusters with Linux master/nodes and Windows nodes. On-premises
deployment is the most universal type of deployment as it can be performed using any
cloud service provider or in a private data center.

Chapter 8, Deploying Hybrid Azure Kubernetes Service Engine Clusters, provides an overview
of how to approach the deployment of a hybrid Windows/Linux Kubernetes cluster using
AKS Engine and demonstrates an example deployment of a sample Microsoft IIS
application.

Chapter 9, Deploying Your First Application, demonstrates how to deploy a simple web
application to Kubernetes imperatively and declaratively and discusses the recommended
way to manage applications running in Kubernetes. We will also cover scheduling Pods on
Windows nodes exclusively and how to scale Windows applications running on
Kubernetes.

[2]
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Chapter 10, Deploying a Microsoft SQL Server 2019 and ASP.NET MVC Application, describes
how to deploy a sample voting application implemented in ASP.NET MVC (running in
Windows containers) to an AKS Engine cluster, together with Microsoft SQL Server 2019
(running in Linux containers). You will also learn how you can debug .NET applications
running in Kubernetes using Visual Studio Remote Debugger.

Chapter 11, Configuring Applications to Use Kubernetes Features, describes how to implement
and configure more advanced features of Kubernetes, including namespaces, ConfigMaps
and Secrets, persistent storage, health and readiness checking, autoscaling, and rolling
deployments. This chapter also shows how role-based access control (RBAC) works in
Kubernetes.

Chapter 12, Development Workflow with Kubernetes, shows how to use Kubernetes as a
platform for microservices development. You will learn how to package applications using
Helm and how to improve your development experience using Azure Dev Spaces.
Additionally, the chapter describes how to use Azure Application Insights and Snapshot
Debugger for your containerized application running in Kubernetes.

Chapter 13, Securing Kubernetes Clusters and Applications, covers the security of Kubernetes
clusters and containerized applications. We will discuss the general recommended security
practices for Kubernetes and Windows-specific considerations.

Chapter 14, Monitoring Kubernetes Applications Using Prometheus, focuses on how to
approach the monitoring of Kubernetes clusters, especially Windows nodes and .NET
applications running on Windows nodes. You will learn how to deploy a full monitoring
solution using a Prometheus Helm chart and how to configure it to monitor your
applications.

Chapter 15, Disaster Recovery, discusses backing up a Kubernetes cluster and disaster
recovery strategies. The main focus is to show what components require backups in order
to restore the cluster safely and how to automate this process.

Chapter 16, Production Considerations for Running Kubernetes, is a set of general
recommendations for running Kubernetes in production environments.

[3]
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To get the most out of this book

Having some general knowledge of Docker and Kubernetes is advised but not required. We
are going to cover the fundamental concepts of containerization on Windows and
Kubernetes itself in dedicated chapters. For those chapters that focus on the deployment of
Windows applications to Kubernetes, it is recommended that you have basic experience
with .NET Framework, C#, and ASP.NET MVC. Please note that for each guide and
example in this book, there is a counterpart available in the official GitHub

repository: https://github.com/PacktPublishing/Hands-On-Kubernetes—-on-Windows

Throughout the book, you will require your own Azure subscription. You can read more
about how to obtain a limited free account for personal use here: https://azure.

microsoft.com/en-us/free/.

Software/Hardware covered in the book  |OS Requirements

Windows 10 Pro, Enterprise, or Education
(version 1903 or later; 64-bit), Windows
Server 2019, Ubuntu Server 18.04

Visual Studio Code, Docker Desktop,
Kubectl, Azure CLI with 16 GB RAM

If you are using the digital version of this book, we advise you to type the code yourself
or access the code via the GitHub repository (link available in the next section). Doing so
will help you avoid any potential errors related to the copying and pasting of code.

Download the example code files

You can download the example code files for this book from your account
at www.packt . com. If you purchased this book elsewhere, you can
visit www.packtpub.com/support and register to have the files emailed directly to you.

You can download the code files by following these steps:

Log in or register at www.packt . com.
Select the Support tab.
Click on Code Downloads.

Enter the name of the book in the Search box and follow the onscreen
instructions.

L e

[4]
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Once the file is downloaded, please make sure that you unzip or extract the folder using the
latest version of:

e WinRAR/7-Zip for Windows
e Zipeg/iZip/UnRarX for Mac
e 7-Zip/PeaZip for Linux

The code bundle for the book is also hosted on GitHub at https://github.com/
PacktPublishing/Hands-On-Kubernetes-on-Windows. In case there's an update to the code,
it will be updated on the existing GitHub repository.

We also have other code bundles from our rich catalog of books and videos available
at https://github.com/PacktPublishing/. Check them out!

Download the color images

We also provide a PDF file that has color images of the screenshots/diagrams used in this
book. You can download it here: http: //www.packtpub.com/sites/default/files/
downloads/9781838821562_ColorImages.pdf.

Conventions used

There are a number of text conventions used throughout this book.

CodeInText: Indicates code words in text, database table names, folder names, filenames,
file extensions, pathnames, dummy URLs, user input, and Twitter handles. Here is an
example: "Mount the downloaded WebStorm-10*.dmg disk image file as another disk in
your system."

A block of code is set as follows:

html, body, #map {
height: 100%;
margin: 0;
padding: 0

}

[5]
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When we wish to draw your attention to a particular part of a code block, the relevant lines
or items are set in bold:

[default]

exten => s,1,Dial (Zap/1]30)
exten => s,2,Voicemail (ul00)
exten => s,102,Voicemail (b100)
exten => 1i,1,Voicemail (s0)

Any command-line input or output is written as follows:

$ mkdir css
$ cd css

Bold: Indicates a new term, an important word, or words that you see on screen. For
example, words in menus or dialog boxes appear in the text like this. Here is an example:
"Select System info from the Administration panel."

Warnings or important notes appear like this.

Tips and tricks appear like this.

Get in touch

Feedback from our readers is always welcome.

General feedback: If you have questions about any aspect of this book, mention the book
title in the subject of your message and email us at customercare@packtpub.com.

Errata: Although we have taken every care to ensure the accuracy of our content, mistakes
do happen. If you have found a mistake in this book, we would be grateful if you would
report this to us. Please visit www.packtpub.com/support/errata, selecting your book,
clicking on the Errata Submission Form link, and entering the details.
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Preface

Piracy: If you come across any illegal copies of our works in any form on the internet, we
would be grateful if you would provide us with the location address or website name.
Please contact us at copyright@packt .com with a link to the material.

If you are interested in becoming an author: If there is a topic that you have expertise in,
and you are interested in either writing or contributing to a book, please
visit authors.packtpub.com.

Reviews

Please leave a review. Once you have read and used this book, why not leave a review on
the site that you purchased it from? Potential readers can then see and use your unbiased
opinion to make purchase decisions, we at Packt can understand what you think about our
products, and our authors can see your feedback on their book. Thank you!

For more information about Packt, please visit packt .com.
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Section 1: Creating and
Working with Containers

The objective of this section is to present different containerization technologies and the
benefits of choosing one variant over another. You will see how to containerize an
application on Windows and understand the key steps involved in creating and
maintaining the images.

This section contains the following chapters:

e Chapter 1, Creating Containers
e Chapter 2, Managing State in Containers
e Chapter 3, Working with Container Images



Creating Containers

The concepts of containers and OS-level virtualization have their roots in the chroot system
call in Unix V7 operating systems (OSes), which date back to the late 1970s. Starting with a
simple concept of process isolation and chroot jails, where the process is running in an
apparently isolated root directory, containerization has undergone rapid evolution and
became a mainstream technology in the 2010s with the advent of Linux Containers (LXC)
and Docker. In 2014, Microsoft announced support for Docker Engine in the incoming
release of Windows Server 2016. This is where the story of Windows containers and
Kubernetes on Windows begins.

In this chapter, we will provide you with a better understanding of containers for the
Windows OS by highlighting important differences between containerization on Linux and
Windows and container runtime types on Windows, namely Windows Server

Containers (or process isolation) and Hyper-V isolation. We will also learn how to install
Docker Desktop for Windows 10 for development scenarios and create our first example
container running on your machine.

This chapter will cover the following topics:

e Linux versus Windows containers

Understanding Windows container variants

Installing Docker Desktop for Windows tooling

Building your first container



Creating Containers Chapter 1

Technical requirements

The requirements for this chapter are as follows:

e Intel Virtualization Technology (Intel VT) or AMD Virtualization (AMD-V)
technology features enabled in the BIOS

e A minimum of 4 GB of RAM
e Windows 10 Pro, Enterprise, or Education (version 1903 or later, 64-bit) installed
e Visual Studio Code

For more information regarding the hardware requirements for running Docker and
containers on Windows, please refer to https://docs.microsoft.com/en-us/

virtualization/windowscontainers/deploy-containers/system-requirements.

Windows 10 versions starting with Anniversary Update (version 1607, build 14393) are
supported, but version 1903 is recommended for the best experience since it comes with all
the necessary features. For more details regarding Windows 10 versions and container
runtimes compatibility, please refer to https://docs.microsoft.com/en-us/

virtualization/windowscontainers/deploy-containers/version—-compatibility.

Visual Studio Code can be downloaded for free from the official web page at: https://

code.visualstudio.com/.

You can download the latest code samples for this chapter from this book's official GitHub
repository at: https://github.com/PacktPublishing/Hands-On-Kubernetes-on-Windows/
tree/master/Chapter01.

Linux versus Windows containers

Containerization on both Linux and Windows aims to achieve the same goal — creating
predictable and lightweight environments that are isolated from other applications. For
Linux, a classic example of container usage can be running a Python RESTful API written in
Flask, without worrying about conflicts between Python modules that are required by other
applications. Similarly, for Windows, the containers can be used to host an Internet
Information Services (IIS) web server that's entirely isolated from other workloads
running on the same machine.
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Creating Containers Chapter 1

Compared to traditional hardware virtualization, containerization comes at the cost of
being tightly coupled with the host OS since it uses the same kernel to provide multiple
isolated user spaces. This means that running Windows containers on the Linux OS or
running Linux containers on the Windows OS is not possible natively without the
additional help of traditional hardware virtualization techniques.

In this book, we will focus on the Docker container platform, which is required for running
containers on Windows. Now, let's summarize the current state of containerization support
on Linux and Windows that's provided by Docker Engine and what the possible solutions
are when it comes to development and production scenarios.

Docker containerization on Linux

Originally, Docker Engine was developed primarily for the Linux OS, which provides the
following kernel features for the Docker runtime:

¢ Kernel namespaces: This is the core concept for containers and makes it possible
to create isolated process workspaces. Namespaces partition kernel resources
(such as network stacks, mount points, and so on) so that each process
workspace can access its own set of resources and ensures they can't be accessed
by processes from other workspaces. This is what ensures the isolation of
containers.

e Control groups: Resource usage limits and isolation is a secondary core concept
in containerization. On Linux, this feature is provided by cgroups, which enables
resource limiting (CPU usage, RAM usage, and so on) and priority access to
resources for one process or a group of processes.

e Layer filesystem capabilities: On Linux, UnionFS is one of the many
implementations of union mount — a file system service that allows files and
directories coming from separate filesystems to be unified into one transparent,
coherent filesystem. This feature is crucial for Docker container images that
consist of immutable layers. During the container runtime, the read-only layers
are transparently overlaid together with a writable container layer.
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Docker Engine is responsible for providing a basic runtime for containers, abstracting
container management, and exposing functionalities using the REST API to the client layer,
such as the Docker CLI. The architecture of Docker on Linux can be summarized with the

following diagram:

Client Layer

Docker Client

Docker Swarm

Docker Registry

REST API

Docker Engine

libcontainerd libnetwork graph plugins
containerd, containerd-shim, runc
Namespaces Control Groups Laygr Capabilities Networking Other OS
id, ipc, mnt, net ufs cgroups UnionFS, AUFS, netlink, neffilter, iptables functionality
pid. 1pc, ’ group DeviceMapper ’ P

Linux Operating System

From a Linux OS perspective, the container runtime architecture is presented in the
following diagram. This architecture applies to container engines on Linux in general, not

only Docker:
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User-mode
Container Container Container Container Container
Application 1 Application 2 Application 3 Application 4 Application 5
Binaries, Libraries Binaries, Libraries
Linux Kernel

Linux Operating System

Next, we will look at Docker containerization on Windows.

Docker containerization on Windows

In 2014, when Microsoft announced support for Docker Engine in the incoming release of
Windows Server 2016, the Docker container engine had already matured on Linux and was
proven to be an industry standard for container management. This fact has driven design
decisions for Docker and containerization support for Windows, which eventually received
a similar architecture for running process-isolated Windows Server containers. The
Windows kernel features that are used by Docker Engine roughly map to the following;:

¢ Kernel namespaces: This functionality is provided by, among others, Object
Namespaces and the Process Table in the Windows kernel.

¢ Control groups: Windows has its own concept of Job Objects, which allows a
group of processes to be managed as a single unit. Essentially, this feature
provides similar functionality to cgroups on Linux.

e Layer filesystem capabilities: The Windows Container Isolation File System is a
filesystem driver that provides a virtual filesystem view for processes that are
executed in Windows containers. This is analogous to UnionFS or other
implementations of union mount for the Linux OS.

[13]
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On top of these low-level functionalities, the services layer, which consists of a Host
Compute Service (HCS) and a Host Network Service (HNS), abstracts a public interface
for running and managing containers with language bindings available for C# and Go
(hcsshim). For more information about the current container platform tools, please refer to
the official documentation at: https://docs.microsoft.com/en-us/virtualization/

windowscontainers/deploy-containers/containerd#hcs.

It is important to know that there are two types of Windows containers: process-isolated
and Hyper-V-isolated. The difference between them will be explained in the next section —
isolation is a runtime property of the containers and you can expect them to, in general,
behave similarly and differ only from a security and compatibility perspective.

The following diagram summarizes the containerization architecture and Docker support
for Windows:

Client Layer

Docker Client Docker PowerShell Docker Swarm Docker Registry
REST API
Docker Engine
libcontainerd libnetwork graph plugins
Host Compute Service Shim (hesshim), in future containerd, runhcs

Host Compute Service (HCS) Host Network Service

(HNS)
N Other OS
Layer Capabilities . . ; .
Obzz{n Neasn'zzge:ce Control Groups Registry, Windows Netvvéc\:\:ilt(c\i:lrrt\lﬁuzoar;mn functionality
! pace, Job Objects Container Isolation FS ) )
Process Table (WCIFS) Compartments, WinNAT

Windows Operating System
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For comparison with the high-level architecture of containerization on Linux, the following
diagram presents the multi-container runtime architecture for Windows. At this point, we
are only considering process-isolated Windows Server containers, which closely resemble
containers on Linux, but in the next section, we will also cover the architecture of Hyper-V
isolation for containers on Windows:

User-mode
Container Container Container Container Container
Application 1 Application 2 Application 3 Application 4 Application 5
Binaries, Libraries Binaries, Libraries
NT Kernel
Windows Operating System

Next, let's look at the some differences between containers on Linux and Windows.

Key differences between containers on Linux and
Windows

Docker containers on Linux and Windows aim to solve the same problems in principle and
currently, the container management experience is starting to converge on these platforms.
Nevertheless, if you come from the Linux ecosystem and have used Docker extensively
there, you may be surprised by some differences that you can find. Let's briefly summarize
them.

[15]
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The largest and the most apparent limitation is the Windows host OS and Windows
container OS compatibility requirements. In the case of Linux, you can safely assume that if
the host OS kernel is running the minimum required version of 3.10, any Linux container
will run without any problems, no matter which distribution it is based on. For Windows, it
is possible to run containers with base OS versions that are exactly the same as the host OS
version that's supported without any limitations. Running a newer container OS version on
an old host OS is not supported, and what's more, running older container OS versions on a
newer host OS comes with the requirement of using Hyper-V isolation. For example, a host
running Windows Server version 1803 build 17134 can use containers with base image
version Windows Server version 1803 build 17134 natively, but running containers with
Windows Server version 1709 build 16299 will require Hyper-V isolation, and starting a
container with Windows Server 2019 build 17763 is not possible at all. The following table
visualizes this principle:

Host OS version Container base image OS version Compatibility

Wi.ndows Server, version 1803 Windows Server, version 1803 build Process or Hyper-V isolation
build 17134 17134

Windows Server, version 1803 Windows Server, version 1709 build Hyper-V isolation

build 17134 16299

mﬁjﬁ;’fﬁerver’ version 1803 Windows Server 2019 build 17763 Not supported

Windows Server 2019 build 17763 |Windows Server 2019 build 17763 Process or Hyper-V isolation

For a more detailed compatibility matrix, please refer to the official Microsoft
documentation at: https://docs.microsoft.com/en-us/virtualization/
windowscontainers/deploy-containers/version-compatibility#choose-which-

container-OS-version-to-use.

It is worth mentioning that the requirements for Hyper-V isolation may be a significant
limitation in cloud environments or when running Docker on virtual machines (VMs). In
such cases, Hyper-V isolation requires the nested virtualization feature to be enabled by the
hypervisor. We will cover Hyper-V isolation in detail in the next section.

Another important aspect you may notice is the difference in sizes between the base images
for Linux and Windows containers. Currently, the minimal Windows Server

image, mcr.microsoft.com/windows/nanoserver:1809, is 98 MB in size, whereas, for
example, the minimalistic image for Alpine Linux, alpine: 3.7, is only 5 MB in size. The
full Windows Server image, mcr.microsoft.com/windows/servercore:1ltsc2019,is
over 1.5 GB, while the base image for Windows, mcr.microsoft.com/windows:1809, is
3.5 GB. But it is worth mentioning that since the first release of Windows Server 2016 Core
image, when the image size was 6 GB, these numbers constantly go down.
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These differences can be seen more as the limitations of Docker containers on Windows.
However, there is one aspect where Windows provides more flexibility than Linux —
support for running Linux containers on Windows. Docker Desktop for Windows 10
supports such a scenario out of the box. Although this feature is still in development, it is
possible to host Linux containers alongside Windows containers on Windows 10 with the
help of Hyper-V isolation. We will cover this feature in more detail in the next section. The
opposite scenario with Windows containers running on Linux has no native solution and
requires manually hosting additional Windows VM on a Linux host.

Windows Server also supports running Linux containers, providing that
the Linux Containers on Windows (LCOW) experimental feature is
enabled.

In the next section, we will focus on the differences between different Windows container
runtime variants.

Understanding Windows container variants

Windows containers come in two distinct levels of isolation: process and Hyper-V. Process
isolation is also known as Windows Server Containers (WSC). Initially, process isolation
was available on the Windows Server OS only, whereas on desktop versions of the
Windows OS, you could run containers using Hyper-V isolation. Starting with Windows
10, version 1809 (October 2018 Update) and Docker Engine 18.09.1, process isolation is also
available on Windows 10.

In the official documentation, you may find the terms Windows container
types and runtimes. They also refer to the isolation levels, and these terms
are used interchangeably.

Now, let's take a look at how these isolation levels differ, what the use cases for them are,
and how to create containers by specifying the desired isolation type.

[17]
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Process isolation
Process-isolated containers, also known as WSC, is the default isolation mode provided for
containers on Windows Server. The architecture of process isolation is similar to what you

have when running containers on the Linux OS:

¢ Containers use the same shared kernel.
e Isolation is provided at the kernel level using features such as process tables,
object namespaces, and job objects. More information can be found in the Docker

containerization on Windows section.

This is summarized in the following diagram:

User-mode
Container Container Container Container Container
Application 1 Application 2 Application 3 Application 4 Application 5
Binaries, Libraries Binaries, Libraries
NT Kernel
Windows Operating System
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Process isolation provides a lightweight runtime for containers (compared to Hyper-V
isolation) and offers a greater density of deployment, better performance, and lower spin-
up time. However, there are a few points you should consider when using this type of
isolation:

¢ The Docker container base image has to match the version of the container host
OS. For example, if you are running Windows 10, version 1903, you can only run
containers that have used base image version 1903 of Windows 10 or Windows
Server. This means you have to rebuild the image for each version of Windows
that is being released (only major feature updates).

e This should be only for the execution of trusted code. In order to execute
untrusted code, Hyper-V isolation is advised.

With Windows 10, version 1809 and later, it is possible to use process isolation for the
container runtime, provided that you are running Docker Desktop for Windows 2.0.1.0
(Edge release channel) or later and Docker Engine 18.09.1+. For Windows 10, the default
isolation level for containers is Hyper-V and in order to use process isolation, it has to be
specified explicitly while creating a container using the —-isolation=process argument:

docker run -d --isolation=process mcr.microsoft.com/windows/nanoserver:1903
cmd /c ping localhost -n 100

This option can be also specified as a parameter to the Docker daemon using the ——exec-
opt parameter. For more details, please see the official Docker documentation at
the: https://docs.docker.com/engine/reference/commandline/run/#specify—

isolation-technology-for-container---isolation

Using process-isolated containers on the Windows 10 OS is only
recommended for development purposes. For production deployments,
you should still consider using Windows Server for process-isolated
containers.

[19]
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Hyper-V isolation

Hyper-V isolation is the second type of isolation available for Windows containers. In this
type of isolation, each container is running inside a dedicated, minimal Hyper-V virtual
machine and can be briefly summarized as follows:

e Containers do not share the kernel with host OS. Each container has its own

Windows kernel.

¢ Isolation is provided at the virtual machine hypervisor level (requires Hyper-V
role to be installed).

e There are no compatibility limitations between the host OS version and container
base OS version.

e This is recommended for the execution of untrusted code and multi-tenant
deployments as it provides better security and isolation.

The details of the Hyper-V isolation architecture can be seen in the following diagram:

Process Isolation Hyper-V Isolation

Application 1 |Application 2 | Application 3

Binaries,

h ) Binaries, Libraries
Libraries

Binaries, Libraries

User-mode Hyper-V VM Hyper-V VM
User-mode User-mode
Container Container Container Container Application 4 Container Application 5

Binaries, Libraries

NT Kernel

NT Kernel

NT Kernel

Hyper-V hypervisor

Hardware layer
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This type of isolation comes at a cost that you have to take into account when choosing the
isolation level:

e Hyper-V isolation involves virtualization overhead, higher memory, and CPU
usage footprint compared to process isolation, but still provides much better
performance than running a full VM with Windows Nano Server. You can check
the memory requirements for running containers with different isolation levels in
the following table.

¢ Container spin-up time is slower compared to process isolation.

¢ Requires nested virtualization when used for containers running on a VM. This
may be a limitation for some hypervisors and cloud deployments. The following
table shows the memory requirements for Windows Server 1709 containers:

Container base image Process isolation (WSC) Hyper-V isolation
Nano Server 30 MB 110 MB + 1 GB pagefile
Server Core 45 MB 360 MB + 1 GB pagefile

The container images remain unchanged compared to process isolation; you only need to
specify a different isolation level when creating the actual container. You can do this using
the -—isolation=hyperv parameter:

docker run -d --isolation=hyperv mcr.microsoft.com/windows/nanoserver:1809
cmd /c ping localhost -n 100

Note that in this case, even if you are running Windows 10, version 1903, you can use the
container base image version 1809 without any limitations.

Hyper-V isolation is the default level of isolation when running containers
on Windows 10, so the -——isolation=hyperv parameter is not required.
The opposite is also true; process isolation is the default level for
Windows Server and if you want to use Hyper-V isolation, you have to
specify it explicitly. The default isolation level can be changed in

the daemon . json configuration file by specifying the

isolation parameter in exec-opts. For more information, please refer
to https://docs.docker.com/engine/reference/commandline/dockerd/
#daemon-configuration-file and https://docs.docker.com/engine/

reference/commandline/dockerd/#docker-runtime-execution-options.
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Linux containers on Windows

In April 2017, Docker announced LinuxKit, a solution for running Linux containers on
platforms that are not shipped with the Linux kernel, namely Windows and macOS.
LinuxKit is a toolkit for building portable and lightweight Linux subsystems that contain
only the bare minimum for running Linux containers on a given platform. Although
Docker, since the first release in 2016, was able to run Linux containers on Windows to
some limited extent, the announcement of LinuxKit was the milestone that started the story
of Linux Containers on Windows (LCOW) as we know them today.

Running Linux containers on Windows is not recommended for
production deployments yet. Using LinuxKit and MobyLinuxVM is
intended only for Desktop for Windows and development purposes. At
the same time, the LCOW feature is still experimental and is not suitable
for production.

LinuxKit and MobyLinuxVM

Docker for Windows (which was the initial name of Docker Desktop for Windows at that
time) eventually came with a dedicated Hyper-V virtual machine based on LinuxKit named
MobyLinuxVM. The purpose of this virtual machine is to provide a minimal runtime for
Linux containers that can technically be run side by side with Windows containers.

By default, Docker Desktop for Windows runs in Linux containers mode,
which utilizes MobyLinuxVM. In order to switch to Windows containers
mode, you have to navigate to the Docker Desktop tray icon and select
Switch to Windows containers.... Docker will restart and switch to native
Windows containers.

In this solution, MobyLinuxVM runs its own Docker daemon and technically acts as a
separate container host enclosed inside a virtual machine. Similarly, Windows has its own
Docker Daemon that's responsible for Windows containers and also provides the Docker
Client (CLI), which communicates with both Docker Daemons. This architecture can be
seen in the following diagram:
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Windows Container Host Linux Container Host

MobyLinuxVM (Full Hyper-V VM)

Docker Client

¢ A 4

Docker Daemon Docker Daemon

v v v v v

Windows Process Windows Process Linux Process Linux Process Linux Process
Container Container Container Container Container
NT Kernel Linux Kernel

Hyper-V hypervisor

Hardware layer

Now, let's take a look at a more up-to-date approach for running Linux containers on
Windows: LinuxKit LCOW.

LinuxKit LCOW and Hyper-V isolation

Contrary to the MobyLinuxVM approach, Linux Containers on Windows (LCOW) uses
Hyper-V isolated containers to achieve similar results. LCOW is available for Windows 10,
which comes with Docker for Windows 17.10, and for Windows Server, version 1709,
which comes with a preview release of Docker Enterprise Edition.

The main difference compared to MobyLinuxVM is the possibility to natively run Linux
and Windows containers side by side using the same Docker Daemon. This solution is the
current strategy for supporting Linux containers running on Windows but as the long-term
solution, in June 2019, Docker and Microsoft started a collaboration to integrate the
Windows Subsystem for Linux version 2 as the primary Linux container runtime on
Windows. Eventually, both LinuxKit LCOW and MobyLinuxVM with Docker Desktop for
Windows will be retired.
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The following diagram shows LCOW:

Windows Container Host Hyper-V Isolated Containers
Docker Client LCOW LCOW LCOW
Docker Daemon ¢ ¢ ¢
l l 9gRPC gRPC gRPC
Windows Process Windows Process Linux Process Linux Process Linux Process
Container Container Container Container Container
NT Kernel Linux Kernel Linux Kernel Linux Kernel
Hyper-V hypervisor
Hardware layer

In order to enable LCOW support in Docker Desktop (version 18.02 or later), you have to
enable the Experimental features option in Docker Settings > Daemon. Creating an LCOW
container requires specifying the -——plat form linux parameter (if platform selection is
unambiguous, that is, the image only exists in Linux, then it can be omitted in newer
versions of Docker Desktop):

docker run -it --platform linux busybox /bin/sh

The preceding command will create a busybox Linux container and enter the interactive
Bourne shell (sh).

As of Docker Desktop for Windows 2.0.4.0, it is not possible to run the
development Kubernetes cluster provided by Docker (“batteries included”)
with the LCOW feature enabled.
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In this section, you learned how containers are currently supported on the Windows
platform and the key differences between the provided runtimes. Now, we can start
installing Docker Desktop for Windows.

Installing Docker Desktop for Windows
tooling

Creating applications for Kubernetes on Windows requires an environment for developing
and testing Docker containers. In this section, you will learn how to install Docker Desktop
for Windows, which is the recommended tooling environment for development, building,
shipping, and running Linux and Windows containers on Windows 10. First, let's recap on
the prerequisites and Docker's minimum requirements before continuing with the
installation process:

e A minimum of 4 GB of RAM.

¢ The Intel Virtualization Technology (Intel VT) or AMD Virtualization (AMD-
V) technology features enabled in the BIOS. Note that if you are using a VM as
your development machine, Docker Desktop for Windows does not guarantee
support for nested virtualization. If you want to find out more about this
scenario, please refer to https://docs.docker.com/docker-for-windows/
troubleshoot/#running-docker-desktop-for-windows—in-nested-

virtualization-scenarios.

e Windows 10 Pro, Enterprise, or Education (version 1903 or later, 64-bit) installed.
The current Docker Desktop supports version 1703 or later, but for the best
experience when going through the examples in this book, it is recommended
that you upgrade it to version 1903 or later. You can check your version of
Windows by opening the Start menu, selecting the Settings icon, and navigating
to System > About. You will find the necessary details under Windows
Specifications.

Docker Desktop for Windows is also known as Docker for Windows and
Docker Community Edition (CE) for Windows. This is especially
important if you are following older installation guides.

If you are interested in the installation of Docker Enterprise for Windows
Server, please refer to chapter 7, Deploying a Hybrid On-Premises
Kubernetes Cluster.

[25]
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Stable and Edge channels

Depending on your requirements, you can choose from two release channels for Docker
Desktop for Windows: Stable and Edge. You should consider using a Stable channel if you
are OK with the following:

* You want the recommended and reliable platform to work with containers.
Releases in a Stable channel follow the release cycle of Docker platform stable
releases. You can expect releases in the Stable channel to be performed once per
quarter.

* You want to have a choice of whether to send usage statistics.
You should consider using an Edge channel if you are OK with the following:

¢ You want to get the experimental features as soon as possible. This may come at
a cost of some instability and bugs. You can expect releases in the Edge channel
to be performed once per month.

¢ You are OK with usage statistics being collected.

Now, let's proceed with the installation itself.

Installation

The installation process described in this section follows the recommendations from the
official Docker documentation. Let's begin:

If you are using chocolatey to manage application packages on your
Windows system, it is also possible to use the official trusted package for

Docker Desktop, available from: https://chocolatey.org/packages/
docker—-desktop.

1. In order to download Docker Desktop for Windows, navigate to https://hub.
docker.com/editions/community/docker-ce-desktop-windows. DOWl’lloading it
requires registering for the service. You can also choose direct links for
downloading the Stable channel release (https://download.docker.com/win/
stable/Docker%$20for%$20Windows%20Installer. exe) or the Edge channel release
(https ://download.docker.com/win/edge/Docker%$20Desktop%20Installer.

exe).
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Docker Desktop for Windows will automatically enable the Hyper-V role
if needed and restart the machine. If you are a VirtualBox user or Docker
Toolbox user, you will no longer be able to run VirtualBox VMs as Type-1
and Type-2 hypervisors cannot run side by side. You will be still able to
access your existing VM images but will not be able to start the VMs.

2. Navigate to the directory where the installer has been downloaded to and
double-click on it.

3. Enable Windows container support by default by selecting the Use Windows
containers instead of Linux containers option:

& Installing Docker Desktop — O X

Configuration
Add shortcut to desktop

v} Use Windows containers instead of Linux containers (this can be changed after installation)

4. Proceed with the installation:

@ Installing Docker Desktop - O X

Docker Desktop 2.0.0.3

Installation succeeded

Close

5. You may be prompted to restart your machine if the Hyper-V role was enabled
by the installer.
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6. Launch the Docker Desktop application.
7. Wait until Docker is fully initialized. You will see the following prompt:

& Welcome X

® Docker Desktop is now up and running!

Open your favorite terminal and start
typing Docker commands.

EY Wicrosoft PowerShell O X

> docker version

Login with your Docker ID:

Docker 1D

Password

If you don't have a Docker ID yet, you
can create one on hub.docker.com

We send usage statistics, check your privacy settings.

After installation, we need to verify whether Docker has been installed properly and can
run a simple hello world container image.

[28]



Creating Containers

Chapter 1

Verifying the installation

Now, let's verify whether the installation was successful:

1. Confirm that the Docker Client is working properly by opening Powershell and

executing the following command:

docker version

2. You should see an output similar to the following:

Client: Docker Engine - Community
Version: 18.09.2

API version: 1.39

Go version: gol.10.8

Git commit: 6247962

Built: Sun Feb 10 04:12:31 2019
O0S/Arch: windows/amdé4
Experimental: false

Server: Docker Engine - Community
Engine:
Version: 18.09.2
API version: 1.39 (minimum version 1.12)
Go version: gol.10.6
Git commit: 6247962
Built: Sun Feb 10 04:13:06 2019
OS/Arch: linux/amdé4
Experimental: false

3. Run a simple container based on the official Powershell image:

docker run -it —-rm mcr.microsoft.com/powershell pwsh -c 'Write-Host

"Hello, World!"'
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4. During the first run of this command, the missing container image layers will be
downloaded. After some time, you will see Hello, World! written to the console
output by Powershell:

EX Administrator: Windows PowerShell — O X

PS C:\WINDOWS\system32> docker run mcr.microsoft.com/powershell pwsh
Unable to find image ‘mcr.microsoft.com/powershell:latest’' locally

latest: Pulling from powershell

6abce3819f3e: Pull complete

@5731e63f211: Pull complete

@bde7cs5edebe: Pull complete

7d3c8c82329d: complete

complete
80133d87d8fc6e4d6692192c19f101324eboddesb7241ffe6d9a92b211a95
Status: Downloaded newer image for mcr.microsoft.com/powershell:latest
Hello World!
PS C:\WINDOWS\system32> _

5. Congratulations! You have successfully installed Docker Desktop for Windows
and run your first container.

In the next subsection, you will learn how to enable process isolation for containers.

Running process-isolated containers

On Windows 10, in order to run process-isolated containers, you have to explicitly specify
the ——isolation=process parameter while creating the container. As we mentioned

previously, it is also necessary to specify the container image version that matches your OS.
Let's get started:

1. Assuming you are running Windows 10, version 1903, let's execute the following
command, which attempts to create a process-isolated container in detached
(background) mode. Run a ping command stating the number of echo requests to
be sent to your localhost machine, that is, 100:

docker run -d —--rm --isolation=process
mcr.microsoft.com/windows/nanoserver:1809 cmd /c ping localhost -n
100
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The selected version of the mcr.microsoft.com/windows/nanoserver image is
1809, which does not match your OS version. Therefore, it will fail with an error

informing you that the container's base image OS version does not match the host
OSs:

¥ Select Administrator: Windows PowerShell - O X

WINDOWS\system32> docker run mer.microsoft.com/windows/nanoserver:18e9 cmd /¢ ping localhost 100
1d473ee71a444b81c589a1b82dcd17d1c51419f875d4a00980479e85bac
rogram Files\Docker‘\Do(ker‘\Resou ea\bin\dmker [N Error response from daemon: UeateLompute‘-vﬂtem 5dea51d473ee71a444b81c509a1b82
5d4200900479e85b4c:
{"systemType": Lontamev P deas 1a444b81c509a1b82dcd17d1c514f9f875d4ae 8 & L
\\\\?\\Volumefhfed’cﬁe 9ob64-4fal- C , "IgnoreFlushespuri

1d473ee71a444b: cd17d1 5d4a00900479e85b4c
ta\\Docker\\windowsfilter\\763bfoe635005 b7252bde
51d473ee","HvPartition”:false, "EndpointList™:["4@5E5452-C753-4CF7-8E1A-642CB61AA19A" |, "AllowUnqualifiedDNSQuery™
PS C:\WINDOWS\system32>

2. Now, let's execute a similar command but now specify the proper, matching
version (1903) of the container base image:

docker run -d --rm --isolation=process
mcr.microsoft.com/windows/nanoserver:1903 cmd /c ping localhost -n
100

In this case, the container has started successfully, which can be verified by using
the docker ps command:

X Administrator: Windows PowerShell - O X

S C:\WINDOWS\system32> docker run mcr.microsoft.com/windows/nanoserver:19e3 cmd /c ping localhost 100
7beadb1297f492ec1f73a3b74c95dbebef2cfafefod6ea3e326ai997ec2cl
\WINDOWS\system32> docker ps
CONTAINER ID IMAGE COMMAND CREATED STATUS PORTS
NAMES

a627beadb129 mcr.microsoft.com/windows/nanoserver:19@3  “cmd /c ping localho.." 7 seconds ago Up 5 seconds
distracted_bell
PS C:\WINDOWS\system32>

3. Now, let's check how process isolation differs in practice from Hyper-V isolation.
We will compare the visibility of the container processes in the host OS between
these two isolation types.

[31]




Creating Containers Chapter 1

4. First, get the container ID of your newly created process-isolated container. This
container should run for a few minutes as it performs 100 echo requests to
localhost before it terminates and is removed automatically. In our example, the

container ID is
a627beadbl1297f492ec1£f73a3b74c95dbebef2cfaf8f9d6al3e326al1997ec2c

1. Using the docker top <containerId>command, itis possible to list all the
processes running inside the container, including their process IDs (PID):

docker top
a627beadbl1297f492eclf73a3b74c95dbebef2cfaf8£f9d6al3e326al1997ec2cl

The following screenshot shows the output of the preceding command:

EN Select Administrator: Windows PowerShell — O X

PS C:\WINDOWS\system32> docker top a627beadb1297f492ec1f73a3b74c95dbebef2cfafsfod6an3e326a1997ec2cl
Name P cP Private Working Set

Smss.exe 1512¢ 100,078 262.1kB

csrss.exe 0e 15 446.5kB

wininit.exe 52¢ 08 e 671.7kB
services.exe 1 B

lsass.exe 273: 00 2. B
svchost.exe 98¢ 0 1.36MB
svchost.exe 1830 0o 931 1.454MB

svchost.exe 198¢ 1¢ .376MB
svchost.exe 199@ 0e 931 1.233MB
CExecSvc.exe 10436

svchost.exe 18868

cmd . exe 3040

svchost.exe 18948

PING. EXE 6420 & 5 2kB
svchost.exe 7436 08 515 10.48MB
PS C:\WINDOWS\system32>

In the preceding screenshot, the PID of the ping.exe process inside the container is 6420.
In order to list ping.exe processes running in the context of the host OS, use the Get -
Process cmdlet in Powershell:

Get-Process —Name ping

The following screenshot shows the output of the preceding command:

¥ Select Administrator: Windows PowerShell - O X

PS C:\WINDOWS\system32> Get-Process ping
Handles NPM(K) PM(K) WS (K CPU(s) Id SI ProcessName

.09

PS C:\WINDOWS\system32> _
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The preceding output reveals that the ping.exe process running inside the container is
also visible from the host and has exactly the same PID: 6420.

For comparison, we will create a similar container, but this time specify the ——
isolation=hyperv parameter in order to enforce Hyper-V isolation. On Windows 10,
when running a default Docker configuration, you can omit the -—isolation parameter
altogether since the default isolation level is Hyper-V. We can create the container (with a
different base image OS version than the host) using the following command:

docker run -d ——-rm —--isolation=hyperv
mcr .microsoft.com/windows/nanoserver:1809 cmd /c ping localhost -n 100

The following screenshot shows the output of the preceding command:

EN Administrator: Windows PowerShell - O X

mcr.microsoft.com/windows/nanoserver:1809 cmd /c ping localhost 100
8a4645af9c519c8e60675730b66T

PS \WINDOWS\system32> docker ps

CONTAINER ID IMAGE COMMAND CREATED STATUS PORTS
NAMES

c62f82f54chbc mcr.microsoft.com/windows/nanoserver:1889  "cmd /c ping localho.." 4 seconds ago Up 2 seconds
vigilant_ leavitt

PS C:\WINDOWS\system32>

The container has started successfully. In this case, the container ID is
c62£82f54cbce3a7673f5722e29629c1ab3d8a4645af9c519c0e60675730b66f. Inspecting the
processes running inside the container reveals that ping.exe has a PID of 1268:

EX Select Administrator: Windows PowerShell - O X

PS C:\WINDOWS\system32> docker top c62f82f54cbce3a7673f5722e29629c1ab3d8a4645af9c519c0e60675730b66T
Name PID CP te Working Set

SMSS . exe 940

Csrss.exe 964
wininit.exe 1 e 675.8kB
services.exe 101 oe € 1.237MB
lsass.exe 272 2.83MB
svchost.exe 508

svchost.exe 752

svchost.exe 8

svchost.exe 372

CExecSvc.exe 1044

svchost.exe 1100

svchost.exe 1152

cmd . exe 1216

[PING. EXE 1268

svchost.exe 1344 e 1€ 5.394MB

PS C:\WINDOWS\system32> _
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When inspecting the processes running on the host, you will see that there is no ping.exe
process with a PID of 1268 (and nor is there a cmd. exe process with a PID of 1216, which
is the main process in the container):

EN Administrator: Windows PowerShell - O X
PS C:\WINDOWS\system32> Get-Process

PS C:\WINDOWS\system32>

The reason for this is that the processes running in the Hyper-V container are not sharing
the kernel with host as they are executed in separate, lightweight Hyper-V VM with their
own kernel matching the container base image OS version.

Now, it's time to run your first Linux container on Windows using LCOW!

Running LCOW containers

By default, Docker Desktop for Windows hosts Linux containers using MobyLinuxVM,
which provides a minimal, fully-functional environment for hosting Linux containers. This
approach is meant only for development and testing purposes as it is not available on
Windows Server. Windows Server currently has experimental support for LCOW and it is
also possible to enable this feature in Docker Desktop.

To enable LCOW support in Docker Desktop, you have to enable experimental features in
the Docker Daemon. Let's take a look:

1. Open the Docker Desktop tray icon and select Settings.
2. Navigate to the Daemon tab.
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3. Enable the Experimental features checkbox:

& Settings X

General 0]

Daemon 7

Configure the Docker daemon by typing a json docker daemon
configuration file.

Proxies

Daemon
@ DpBasic
Reset [ Experimental fea
Insecure registries:
Registry mirrors:
@ Docker is running Docker will restart when applying these settings. App|y

4. Apply the changes. Docker Desktop will restart.
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Open PowerShell and create a container that uses Linux as the base image by providing
the -——plat form=linux parameter to docker run.In this example, we're creating a
busybox container in interactive mode and starting a Bourne shell:

docker run —--rm -it —--platform=linux busybox /bin/sh

If the image exists in a version for one platform, it is not necessary to
provide the —-plat form parameter. After downloading the image, it is
also no longer necessary to specify the ——plat form parameter to run the
container.

After the container is started, the Bourne shell prompt will appear (/ #). Now, you can
verify that you are indeed running inside a Linux container by using the uname command,
which prints Linux kernel information:

uname -—a

The following screenshot shows the output of the preceding command:

EN Administrator: Windows PowerShell — O X

PS C:\WINDOWS\system32> docker run busybox /bin/sh
/ # uname -
Linux 9998acdeafs52 4.14.35-linuxkit #1 SMP Mon Apr 23 11:11:13 UTC 2818 x86_64 GNU/Linux

/[ #
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In a separate Powershell window, without closing the Bourne shell in the container, execute
the docker inspect <containerId>command in order to verify that the container is
indeed running using LCOW using Hyper-V isolation:

EN Administrator: Windows PowerShell - O X

"Name": "/dazzling shirley",
"RestartCoun a,
"Drive lcow",
“Platform “linux",
"MountLabel™:
"ProcessLabel™
"AppArmorProfile”
"ExecIDs
"HostConfig
"Binds
"ContainerIDFile":
"LogConfig": {
"Type" on-file",

config": {}

})

"NetworkMode": "default”,

"PortBinding 13

"RestartPolicy {
"Name": "no",
"MaximumRetryCount”: @

}')

"AutoRemove™: »

"VolumeDriver™": "",

"VolumesFrom™: null,

"CapAdd": null,

"CapDrop™: null,
"Dns": [],
"DnsOption
"DnsSearch
"ExtraHosts
"GroupAd

e™:

"PidMode™: "",
"Privileged": false,
"PublishallPort false,
"ReadonlyRootfs": false,
"Securityopt™: null,

"ShmSiz
"Consolesi
32,
136
: "hyperv",
CpuShar a,
"Memory"
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In this section, you learned how to install Docker Desktop for Windows tooling and how to
verify its functionality, including running Linux containers on Windows. In the next
section, you will learn how to approach building your first Windows container image with
the help of Visual Studio Code.

Building your first container

In the previous section, you have learned how to install Docker Desktop for Windows and
how to run simple Windows and Linux containers. This section will demonstrate how to
build a custom Docker image using Dockerfile and how to perform the most common
actions on running containers, such as accessing logs and perform exec into a container.

A Dockerfile is a text file that contains all the commands that the user
would execute in order to assemble a container image. As this book does
not focus on Docker only, this section will be a short recap of common
Docker operations. If you are interested in Dockerfiles themselves and
building containers, please refer to the official documentation at: https://

docs.docker.com/engine/reference/builder/.

As an example, we will prepare a Dockerfile that creates a Windows container image of
Microsoft IIS hosting a demonstration HTML web page. The image definition won't be
complicated in order to demonstrate operation principles.

Preparing a Visual Studio Code workspace

The first step is preparing the Visual Studio Code workspace. Visual Studio Code requires
you to install an additional extension for managing Docker. Let's get started:

1. In order to do that, open the Extensions view by pressing Ctrl + Shift + X.
2. In Extensions: Marketplace, search for docker and install the official Docker
extension from Microsoft:
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EXTENSIONS: M

docker

KETPLACE

Docker 0.6.2
Adds syntax highlighting, commands, hover tips, and lintin...
Microsoft

&11.5M k45

Install

Docker Explorer 0.1.6 116K *5

Manage Docker Containers, Docker Images, Docker Hub a...

Jun Han

Docker Linter 0.5.0

Install

469K

Lint perl, python and/or ruby in your docker containers.
Henrik Sjééh

Docker Runner

Install

& 45K k5

Docker Integration for VSC

Zim

Install

Docker Compose 034 68K Kk 3
Manage Docker Compose services

plc2u

Install

All of the operations demonstrated in this section can be performed
without Visual Studio Code, in any code/text editor and using the
command line. Visual Studio Code is a useful, multi-platform IDE for
developing and testing applications running in Docker containers.

After the installation is complete, Docker Explorer will become available:

File Edit

Selection

View Go Debug Terminal Help

DOCKER: EXPLORER o %

4 Images (Grouped by Repository)
4 [ mcr.microsoft.com/windows/nanoserver
1903 (16 days ago)
1809 (18 days ago)
< A busybox
latest (a month ago)

4 Containers

(>} busybox (festive_hawking) (Up Less than a second)

4 Registries
» Docker Hub

» Private Registries
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3. You can also leverage new Docker-oriented commands from the Command
Palette after pressing Ctrl + Shift + P and typing docker into the search bar:

Welcome - docker-iis - Visual Studio Code

>dockeﬂ

: ACR Tasks: Build Image

: Add Docker Files to Workspace

: Attach Shell

: Azure CLI

: Browse in the Azure Portal

: Build Image

: Compose Down

: Compose Restart

: Compose Up

: Connect to a Private Registry... (Preview)
: Create Azure Registry

: Delete Azure Image

: Delete Azure Registry

: Delete Azure Repository

: Disconnect from Private Registry
: Focus on Explorer View

- Group Images By...

- Inspect Image

: Log In to Docker Hub

: Log Out of Docker Hub

4. Now, initialize the workspace by opening the desired folder using
the Ctrl + K, Ctrl + O shortcut or navigating to File | Open Folder....

In the next subsection, we will create a demonstration HTML web page that will be hosted
inside the Windows container.

Creating a sample HTML web page

We will start creating our Docker image by creating a minimalistic HTML "Hello World!"
web page. This step mimics implementing an application without any containerization and
is a common scenario in application development: you are running a non-containerized
application and then you move it to a Docker container.
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You can also use the files from this book's GitHub repository to do this,

available from: nttps://github.com/PacktPublishing/Hands-On-
Kubernetes—-on-Windows/tree/master/Chapter01/01_docker—

helloworld-iis.

Add a new file in Visual Studio Code in your workspace using the Ctrl + N shortcut or by
navigating to File > New File. Use the following sample HTML code in the new file:

<!DOCTYPE html>
<html>
<head>
<title>Hello World!</title>
</head>
<body>
<h1>Hello World from Windows container!</hil>
</body>
</html>

Save the file (using Ctrl +S) as index.html in your workspace.

Let's proceed with creating the Dockerfile itself.

Creating a Dockerfile

As we will be hosting the web page in the container using IIS, we need to create a
Dockerfile that uses the mcr.microsoft.com/windows/servercore/iis official image
as the base image for the build. We will use a Docker image with

the windowsservercore-1903 tag to ensure that we are running a version that matches
the host OS and make it possible to use process isolation.

Create a new file in your workspace named Dockerfile, containing the following:
FROM mcr.microsoft.com/windows/servercore/iis:windowsservercore-1903
RUN powershell -NoProfile —-Command Remove-Item —Recurse
C:\inetpub\wwwroot\*

WORKDIR /inetpub/wwwroot
COPY index.html
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Dockerfile, providing that you have named the file following the expected
convention. You can also bring up the list of snippets by pressing Ctrl +

8 Visual Studio Code gives you a lot of snippets while writing the
SPACE while editing.

In the next subsection, you will learn how to manually build a Docker image based on the
Dockerfile you have just created.

Building a Docker image

Building a Docker image is performed using the docker build command. You have two
options when it comes to performing this step:

e Use Visual Studio Code's Command Palette.
e Use the Powershell command line.

In Visual Studio Code, do the following;:

1. Use the Ctrl + Shift + P shortcut in order to open the Command Palette.

2. Search for Docker: Build Image and execute it by providing the image name and
tag in the following format (or use the default suggested name based on the
directory name):

<image name>:<tag>

3. If you are logged into a custom registry or using Docker Hub, you can also
specify the following:

<registry or username>/<image name>:<tag>

The concepts of Docker Registry and the public Docker Hub will be
0 covered in Chapter 3, Working with Container Images.

We will use the following image name and tag in this example: docker-helloworld-
iis:latest.
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The Visual Studio Code command is equivalent to performing the following actions in
Powershell:

1. Change the working directory to the folder that contains the Dockerfile; for
example:

cd c:\src\Hands-On-Kubernetes-on-Windows\Chapter01l\docker-
helloworld-iis

2. Execute the docker build command while specifying the -t argument in order
to provide the image name and tag and use the current directory, ., as
the build context:

docker build -t docker-helloworld-iis:latest

The following screenshot shows the output of the preceding command:

EX Administrator: Windows PowerShell - O X

PS C:\src\Hands-On-Kubernetes-on-wWindows\Chapter@i\docker-helloworld-iis> docker build docker-helloworld-iis:latest
Sending build context to Docker daemon 3.072kB
Step 1/4 : FROM mcr.microsoft.com/windows/servercore/iis:windowsservercore-19@3
windowsservercore-19@3: Pulling from windows/servercore/iis
5b663e3b91e4: Pull complete
7519¢3911: Pull complete
5f5cefsb51led: Pull complete
344c6774218: Pull complete
e5c24911f38d 11 complete
Digest: s 5 e9a7767fa62ac8fd11139fe8a5616858925e344ea615497466dbfb57dc6desh
Status: D W age for mcr.microsoft.com/windows/servercore/iis:windowsservercore-19e3
---> 7e@2fd27fea7
Step 2/4 : RUN powershell -NoProfile -Command Remove-Item -Recurse C:\inetpub\wwwroot\*
---> Running in 355f1d2fe
Removing intermediate container 355f1d2f868a
---> 58856b244b32
Step 3/4 ORKDIR /inetpub/wwwroot
---> Running in 6a28c1ed249b
Removing intermediate container 6a28ci1ed249b
---> c5c48a9e708f
Step 4/4 : CcOPY index.html
---> c162de57646a
Successfully built cl62de57646a
Successfully tagged docker-helloworld-iis:latest
PS C:\src\Hands-On-Kubernetes-on-Windows\Chapterei\docker-helloworld-iis> _

After a successful build, you can use the docker-helloworld-iis local image to create
new containers. We will cover this in the next subsection.
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Running Windows containers

Now, let's create a process-isolated Windows container with our example web page. In
Visual Studio Code, navigate to the Command Palette (Ctrl + Shift + P) and find
the Docker: Run command. As the image, choose docker-helloworld-iis. A terminal

with the appropriate command will open.

This is the equivalent to performing the docker run command in Powershell, as follows (if
port tcp/80 on your host machine is already in use, use any other port that's available):

docker run -d --rm —-isolation=process -p 80:80 docker-helloworld-iis

After successfully starting the container, navigate to http://localhost:80/ in a web
browser. You should see the following output:

B <& E HelloWorld! X |4+ v

< O m (O | localhost/

Hello World from Windows container!

Next, we will be inspecting container logs, which are one of the most useful tools for
debugging container issues.

Inspecting container logs

Accessing the main process' standard output and standard error logs in the container is
crucial for debugging issues with containerized applications. This is also a common
scenario when using Kubernetes, where you can perform similar operations using
Kubernetes CLI tools.

The current architecture of the official Microsoft IIS Docker image does not provide any
logs to the stdout of ServiceMonitor.exe (the main process in the container), so we will

demonstrate this on the simple ping.exe example that we used previously. Run the
following container in order to create the container:

docker run -d ——-rm —--isolation=process
mcr.microsoft.com/windows/nanoserver:1903 cmd /c ping localhost -n 100
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Now, in Visual Studio Code, you can inspect the logs by opening the Command Palette
(Ctrl + Shift + P) and executing the Docker: Show Logs command. After selecting the
container name, the logs will be shown in the terminal. Alternatively, you can use

the Docker Explorer tab, expand the Containers list, right-click the container you want to
inspect, and select Show Logs:

File Edit Selection View Go Debug Terminal Help

DOCKER: EXPLORER ¢ B

» Images (Grouped by Repository)

4 Containers

© mcrmicrosoftcom/m™ fectionate_her...

b Registries Stop Container
Attach Shell
Remove Container
Restart Container

Show Logs

This will open a terminal in Visual Studio Code so that you can start streaming logs from
the container's stdout and stderr instances.

For the PowerShell command line, you have to use the docker logs command:
docker logs <containerId>

It is also worth noting that in debugging scenarios, you may find the -f and —-tail
parameters useful:

docker logs —-f —--tail=<number of lines> <containerId>

The - £ parameter instructs the log output to be followed in real-time, whereas the —-tail
parameter makes it possible to show only a specified number of last lines from the output.

Apart from inspecting container logs, you will often need to exec into a running container.
This will be covered in the next subsection.
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Exec into a running container

In debugging and testing scenarios, it is often required to execute another process inside a
running container in an ad hoc manner. This is especially useful for creating a shell instance
(for Windows, with cmd.exe or powershell.exe, and for Linux, with bash or sh) in the
container and interactively debugging the container. Such an operation is called performing
exec into a running container.

Visual Studio Code enables this through Docker Explorer. In the Docker Explorer tab, find
the container you would like to exec into, right-click it, and choose Attach Shell:

File Edit Selection View Go Debug Terminal Help

DOCKER: EXPLORER ¢ %=

4 Images (Grouped by Repository)
» B docker-helloworld-iis
» B mer.microsoft.com/windows/servercore/iis
» B9 mer.microsoft.com/windows/nanoserver
» B busybox
4 Containers
© docker-helloworld-iis (practical blackwell) (Up 8 minutes)

» Registries Stop Container

Attach Shell
Remove Container
Restart Container

Show Logs

By default, for Windows containers, this command will exec using

the powershell.exe command. If you are running images based on
Windows Nano Server, you will not be able to use powershell.exe and
you'll have to use cmd. exe instead. To customize which command is used
during Attach Shell, open Settings (Ctrl +,), search for docker, and
customize the docker.attachShellCommand.windowsContainer setting.

In the Powershell command line, the equivalent docker exec command is as follows:

docker exec —-it <containerId> powershell.exe
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The preceding command creates a new powershell.exe process inside the running
container in interactive mode with the attached terminal (the -it parameter). As you can
see, a new interactive instance of the Powershell terminal opens:

EN Administrator: CAWindows\System32\WindowsPowerShell\v1.0\powershell.exe — O e

Windows Powershell
Copyright (C) Microsoft Corporation. All rights reserved.

Try the new cross-platform PowersShell https://aka.ms/pscoreé

PS C:\inetpub\wwwroot>

You can only exec into containers that have the main process running. If
the container is exited, terminated, or placed in a paused state, it will not
be possible to use the exec command.

Let's try inspecting the contents of index.html inside the container's working directory:

cat .\index.html

The following screenshot shows the output of the preceding command:

EN Administrator: C:\Windows\System32\WindowsPowerShell\v1.0\powershell.exe — 0 X

PS C:\inetpub\wwwroot> cat .\index.html
<IDOCTYPE html>
<html>
<head>
<title>Hello wWorld!</title>
</head>

<body>
<h1>Hello World from Windows container!</hi1>
</body>
</html>
PS C:\inetpub\wwwroot>

This reveals the expected contents of the index.html file that we created and added to the
image earlier.
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We can also inspect the IIS worker process (w3wp . exe) for the application pool hosting
index.html. This is a common scenario during debugging when not all the logs are
available directly via container output logs:

cat ..\logs\LogFiles\W3SVCl\u_ex<current date>.log

The following screenshot shows the output of the preceding command:

¥ Administrator: CAWindows\System32\WindowsPowerShell\w1.0\powershell.exe — O X

PS C:\inetpub\wwwroot> cat ..\logs\LogFiles\W3SvVC1\u_ex1906087.log
icrosoft Internet Information Services 16.8@

s-method cs-uri-stem cs-uri-query s-port cs-username c-ip cs(User-Agent) cs(Referer) sc-status sc
tus sc-win32-status time-taken
) 155:24 172.22.172.206 GET / - 80 - 10.0.75.1 | 1la/5.0+(Windows+NT+10.0;+Winé4;+x64)+AppleWebKit/537.36+(KH
TML,+like+Gecko)+Chrome/70.0@.3538.102+Safari/537.36+Edge/18.18362 - 200 @ @ 113
#software: Microsoft Internet Information Services 16.0

cs-method cs-uri-stem cs-uri-query s-port cs-username c-ip cs(User-Agent) cs(Referer) sc-status sc
15 sc-win32-status time-taken

-07 22:20:28 172.22.172.206 GET / - 80 - 10.8.75.1 Mozilla/5.0+(Windows+NT+10.0;+Win64;+x64)+AppleWebKit/537.36+(KH
TML, +1like+Gecko)+Chrome/70.0.3538.102+5atari/537.36+Edge/ 362 - 304 0 @ 57
2019-06-07 22:20:28 172.22.172.206 GET [favicon.ico - 89 - 10.0.75.1 11a/5.0+(Windows+NT+10.0; +Win64; +x64)+AppleWebKit
/537.36+(KHTML, +1like+Gecko)+Chrome/7@.0.3538.102+5afari/537.36+Edge/18.18362 - 404 @ 2 9
2019-06-07 22:20:29 172.22.172.206 GET / - 80 - 19.0.75.1 M 11a/5.0+(Windows+NT+10.0;+Win64;+x64) +ApplelWebKit/537.36+(KH
TML, +1like+Gecko)+Chrome/70.0.3538.102+5atari/537.36+Edge/ 362 - 304 00 0
2019-06-07 22:20:29 172.22.172.206 GET /favicon.ico - 8@ - 9.75.1 1la/5.0+(Windows+NT+10.9;+Win64;+x64)+AppleWebkit
/537 .36+ (KHTML,,+1ike+Gecko)+Chrome/70.2.3538.102+ ri/s37.36+Edge/ 362 - 404 0 2 @
2019-06-07 22:20:42 172.22,172.206 GET / - 80 - 10.0.75.1 M 1la/5.0+(Windows+NT+10.0;+Win64;+x64)+ApplelebKit/537.36+(KH
TML,+like+Gecko)+Chrome/7@.@.3538.102+Safari/537.36+Edge/18.18362 - 200 @ @ ©

PS C:\inetpub\wwwroot> _

Using docker exec is one of the most powerful commands that you have in your
container toolbox. If you learn how to use it, you'll be able to debug your applications
almost as if they were hosted in a non-containerized environment.

Summary

In this chapter, you learned about the key aspects of the Windows containers architecture
and the differences between the isolation modes provided by the Windows container
runtime. We also covered how to install Docker Desktop for Windows and demonstrated
how to perform the most important operations using the Docker CLI on the Windows
platform.
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This and the next two chapters will be the foundations of what you are going to learn about
regarding Kubernetes on Windows in the rest of this book. In the next chapter, we will
focus on managing state in Windows containers, that is, how to persist data when running
containers.

Questions

1. What are the kernel features that Windows exposes in order to enable
containerization?

2. What are the key differences between containerization on Linux and on
Windows?

3. What is the difference between Hyper-V isolation and process isolation? When
should you use Hyper-V isolation?

4. How can we enable LCOW on Windows 10?

5. What command can we use to access logs for the main process in a Docker
container?

6. How can we start a new Powershell process inside a running container?

You can find the answers to these questions in the Assessments section of this book.

Further reading

This chapter has provided a recap of Docker containers on Windows. For more information
concerning Windows containers, please refer to two excellent Packt books:

o Docker on Windows: From 101 to production with Docker on Windows, at https://
www.packtpub.com/virtualization-and-cloud/docker-windows—-second-
edition.

o Learning Windows Server Containers, at https://www.packtpub.com/
virtualization-and-cloud/learning-windows—server—-containers.

® You can also check out the official Microsoft documentation on Windows
containers, at https://docs.microsoft.com/en-us/virtualization/

windowscontainers/about/.
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Managing State in Containers

Managing the state of an application is one of the key aspects when architecting any
software solution, regardless of whether it is a monolith desktop application or a complex,
distributed system hosted in a cloud environment. Even if most of your services in the
system are stateless, some part of your system will be stateful, for example, a cloud-hosted
NoSQL database or a dedicated service you have implemented yourself. And if you are
aiming at good scalability for your design, you have to ensure that the storage for your
stateful services scales appropriately. In these terms, services or applications hosted in
Docker containers are no different — you need to manage the state, especially if you want
the data to be persisted on container restarts or failures.

In this chapter, we will provide you with a better understanding of how state can be
persisted in Docker containers running on Windows and how these concepts relate to data
persistence in Kubernetes applications. You will learn about the concepts of volumes and
bind mounts and how they can be used in order to share state between containers and the
container host.

This chapter covers the following topics:

e Mounting local volumes for stateful applications
e Using remote/cloud storage for container storage
¢ Running clustered solutions inside containers

Technical requirements

For this chapter, you will need the following:

e Windows 10 Pro, Enterprise, or Education (version 1903 or later, 64-bit) installed
e Docker Desktop for Windows 2.0.0.3 or later installed
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The installation of Docker Desktop for Windows and its detailed requirements were
covered in Chapter 1, Creating Containers.

You will also need your own Azure account. You can read more about how to obtain a
limited free account for personal use here: https://azure.microsoft.com/en-us/free/.

You can download the latest code samples for this chapter from this book's official GitHub
reposﬁory:https://github.com/PacktPublishing/Handsfoanubernetesfonfwindows/
tree/master/Chapter02.

Mounting local volumes for stateful
applications

To understand native Docker storage options for stateful applications, we have to take a
look at how the layer filesystem is organized. The main role of this filesystem service is to
provide a single virtual logical filesystem for each container based on Docker images.

Docker images consist of a series of read-only layers, where each layer corresponds to one
instruction in a Dockerfile. Let's take a look at the following Dockerfile from the previous
chapter:

FROM mcr.microsoft.com/windows/servercore/iis:windowsservercore—-1903

RUN powershell -NoProfile -Command Remove-Item -Recurse
C:\inetpub\wwwroot\*

WORKDIR /inetpub/wwwroot

COPY index.html

When building a Docker image, (almost) each instruction creates a new layer that contains
only a set of differences in the filesystem that a given command has introduced. In this case,
we have the following:

e FFROM
mcr.microsoft.com/windows/servercore/iis:windowsservercore—-1903

: This instruction defines the base layer (or a set of layers) from the base image.
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® RUN powershell -NoProfile —-Command Remove-Item —-Recurse
C:\inetpub\wwwroot\*: The layer that's created by this instruction will reflect
the deletion of contents in the C: \inetpub\wwwroot\ directory from the
original base image.

® WORKDIR /inetpub/wwwroot: Even though this instruction is not causing any
filesystem changes, it will still create no operation (nop) layer to persist this
information.

e COPY index.html .:This final instruction creates a layer that consists of
index.html in the C: \inetpub\wwwroot\ directory.

If you have an existing Docker image, you can inspect the layers yourself using the docker
history command:

docker history <imageName>

For example, for the image resulting from the preceding Dockerfile, you can expect the
following output:

EN Administrator: Windows PowerShell - O X

PS C:\WINDOWS\system32> docker history docker-helloworld-iis

IMAGE CREATED CREATED BY SIZE COMMENT
c162de57646a 2 months ago cmd /S /C #(nop) COPY file:29b3cafa7asec34f4.. 41.1kB
c5c48a90708f months ago cmd /S /C #(nop) WORKDIR C:\inetpub\ root 41kB

58856b244b32 months ago cmd /S /C powershell -NoProfile -Command Rem.. 23.3MB
7e02fd27f6a7 months ago cmd /S /C #(nop) ENTRYPOINT ["C:\\ServiceMo.. 41kB

<missing> months ago cmd /S /C #(nop) EXPOSE 80 41kB

<missing> months ago Install update 19@3-amd64
<missing> months ago Apply image 19@3-RTM-amd64
PS C:\WINDOWS\system32> _

2
2
2
2
<missing> 2 months ago cmd /S /C powershell -Command Add-Window.. 126MB
5 P
a
E)

The bottom five layers come from the
mcr.microsoft.com/windows/servercore/iis:windowsservercore—-1903 base
image, whereas the top three layers are a result of the instructions we described previously.
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When a new container is created, the filesystem for it is created, which consists of read-only
image layers and a writeable top layer, also called a container layer. For the container, the
layers are transparent and processes "see" it as a regular filesystem — on the Windows
system, this is guaranteed by the Windows Container Isolation File System service. Any
changes that are made to the container filesystem by the processes inside it are persisted in
the writeable layer. This concept can be seen in the following diagram:

Container layer R/W

COPY index.html .

WORKDIR /inetpub/wwwroot

R/O

RUN powershell -NoProfile -Command Remove-ltem ...

mcr.microsoft.com/windows/servercore/iis:windowsservercore-1903

Now that we know the principles of the layer filesystem in Docker, we can focus on volumes
and bind mounts.

Volumes and bind mount

At this point, it may seem that having a writeable container layer for each container is
enough to provide state persistence for your application. Data is persisted, even if you stop
and restart the same container afterward. Unfortunately, you would easily discover that
containers and their writeable layers are tightly coupled and that you cannot easily share
data between different containers or even new instances of the same image. A simple
scenario where this becomes apparent is as follows:

1. Build a container image based on your current Dockerfile.
2. Start a new container based on this build.
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3. Introduce some modifications to the writeable container layer; for example, a
process inside the container modifies a file that stores data for the application.

4. Now, you would like to create a new version of your image by modifying the
Dockerfile with additional instructions. At the same time, you want to recreate
the container and reuse the data in the file that has already been modified in the
container's writable layer.

You will realize that after recreating the container with the new image version, all of the
changes that you made to the file using the application state will be gone. Apart from this,
using the container layer to store data has more disadvantages:

¢ The writeable layer is coupled with the container host, which means it isn't
possible to easily move the data to a different host.

e Layer filesystems provide worse performance than direct access to the host
filesystem.

* You cannot share the writeable layer between different containers.

A general rule of thumb is to avoid storing data in a writeable container
layer, especially for I/O-intensive applications.

Docker provides two solutions for persistent storage that can be mounted into a container:
volume and bind mounts. In both cases, the data is exposed as a directory in the container
filesystem and will be persisted, even if the container is stopped and deleted. In terms of
performance, both volumes and bind mounts access the host's filesystem directly, which
means there is no layer filesystem overhead. It is also possible to share data between
multiple containers using these Docker features.

Bind mounts provide a simple functionality of mounting any file or directory from the
container host to a given container. This means that a bind mount will act as a shared file or
directory between the host and a container. In general, it is not recommended to use bind
mounts as they are harder to manage than volumes, but there are certain use cases when
bind mounts are useful, especially on the Windows platform, where volume support is
limited.

Bind mounts allow you to share any files from the container host. This
means that if you mount sensitive directories such as C: \Windows\ to an
untrusted container, you risk a security breach.
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Volumes provide similar functionality to bind mounts but they are fully managed by
Docker, which means you don't have to worry about physical paths in the container's host
filesystem. You can create anonymous or named volumes and then mount them into
containers. Any data in the volume will not be deleted unless you explicitly delete the
volume using Docker. A very common use case for volumes is providing persistent storage
for containers that are running a database instance — when the container is recreated, it will
use the same volume that contains the data that was written by the previous container
instance.

The basic functionality of volumes is that they provide storage in the
container host filesystem. It is also possible to use volume drivers (plugins),
which use volume abstraction to access remote cloud storage or network
shares. Note that, currently, on the Windows platform, there is limited
support for volume plugins and most of them can only be used on the
Linux OS. More on the available plugins can be found at https://docs.

docker.com/engine/extend/legacy_plugins/#volume-plugins.

Now, let's take a look at how to perform basic operations on Docker volumes.

Creating and mounting volumes

Creating a new volume can be performed explicitly using the docker volume create
command. It is also possible to create named and anonymous volumes automatically when
the container starts. To manually create a Docker named volume, follow these steps:

1. Execute the following command:
docker volume create <volumeName>

2. After creation, you can inspect the details of the volume using the docker
volume inspect command:
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N Administrator: Windows PowerShell

PS C:\WINDOWS\system32> docker volume inspect test-named-volume
[
{
"CreatedAt”: "2019-08-08T08:48:08+@82:00",
"Driver”: "local”,
"Labels™: {},
"Mountpoint™: "C:\\ProgramData\\Docker\\volumes\\test-named-volume\\ data",
"Name™: "test-named-volume”,
"Optio 2 ks
"Scope™: "local™
}

]
p

S C: \WINDOWS\system32>

As you can see, the volume data is stored as a regular directory in the host filesystem when
using the default local driver.

To mount a volume to a container, you have to use the -—mount or -—volume (short
parameter: —v) parameters for the docker run command. Originally, -—volume was used
for stand-alone containers, whereas ——mount was used for swarm containers, but starting
with Docker 17.06, -—mount can also be used for standalone containers and is the
recommended practice as it provides more robust options. More about these flags can be
found in the official documentation: https://docs.docker.com/storage/volumes/

#choose-the--v-or---mount-flag
Follow these steps to learn how to mount a volume:

1. Assuming that you would like to mount test -named-volume from the previous
example in a new PowerShell container under the C: \Data directory, you have
to specify the ——mount parameter, as follows:

docker run -it --rm
——isolation=process
——mount source=test—named—volume,target=C:\Data
mcr.microsoft.com/powershell :windowsservercore-1903

Omitting the source=<volumeName> parameter will cause the creation of
an anonymous volume that can be accessed using the volume ID later. Bear
in mind that if you run a container with the —-rm option, anonymous
volumes will be automatically deleted when the container is exited.
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2. After the container has started and the terminal has been attached, try creating a
simple file in the directory where a volume has been mounted:

echo "Hello, Volume!" > C:\Data\test.txt

3. Now, exit the container (which will cause it to stop and be automatically
removed due to the —-rm flag) and inspect the volume directory on the host:

PS C:\WINDOWS\system32> cat C:\ProgramData\Docker\volumes\test-
named-volume\_data\test.txt
Hello, Volume!

4. To demonstrate that the named volume can be easily mounted in another
container, let's create a new container based on the
mcr.microsoft.com/windows/servercore: 1903 image and with a volume
mount target that's different from the one in the previous example:

docker run -it --rm °
—-—-isolation=process °
—-mount source=test-named-volume, target=C:\ServerData °
mcr .microsoft.com/windows/servercore:1903

5. If you inspect the volume directory in the container, you will notice that the
test.txt file is present and contains the expected content:

C:\>more C:\ServerData\test.txt
Hello, Volume!

It is also possible to use the VOLUME command in a Dockerfile in order to
force the automatic creation of a volume on container start, even if the —-
mount parameter was not provided for the docker run command. This is
useful if you would like to explicitly inform others of where state data is
stored by your application and also when you need to ensure that the
layer filesystem is not introducing additional overhead. You can find an
example of the VOLUME command's usage in the following Dockerfile in

thereposﬁoryforthisbook:https://github.com/PacktPublishing/
Hands-On-Kubernetes—-on-Windows/blob/master/Chapter02/03_MongoDB_

1903/Dockerfile#L44.
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In the next subsection, we'll take a quick look at how to remove volumes using the Docker
CLL

Removing volumes

To remove existing named or anonymous volumes using the docker volume rm
command, they cannot be used in any container (even stopped ones). The standard
procedure would be as follows:

docker stop <containerId>
docker rm <containerId>
docker volume rm <volumeId>

For anonymous volumes, if you use the —-rm flag for the docker run command, the
container will be removed on exit, along with its anonymous volumes. This flag should be
used depending on the scenario — in most cases, it is useful for testing and development
purposes to make cleanup easier.

During development, you may occasionally need to perform a full cleanup of all of the
volumes on your Docker host, for example, if you need to free disk space. The Docker CLI
provides a dedicated command that will remove any volumes that are not used in any
container:

docker volume prune

Next, we will take a look at bind mounts and how they differ from volumes.

Mounting a local container host directory using
bind mounts

Bind mounts are the simplest form of persistent storage that is shared between the
container and the host machine. In this way, you can mount any existing directory from the
host filesystem in the container. It is also possible to "overwrite" an existing directory in the
container with host directory contents, which may be useful in some scenarios. In general,
volumes are the recommended storage solution, but there are a few cases where bind
mounts can be useful:

e Sharing configuration between the host and the container. A common use case
may be DNS configuration or the hosts file.

[581]



Managing State in Containers Chapter 2

¢ In development scenarios, sharing build artifacts that were created on the host so
that they can be consumed inside the container.

¢ On Windows, mounting SMB file shares as directories in the container.

Volumes can be seen as an evolution of bind mounts. They are fully
managed by Docker, without tight coupling to the container host
filesystem being visible to the user.

Creating a bind mount for a container requires the docker run command to be specified
with an additional parameter, t ype=bind, for the ——mount flag. In this example, we will
mount the host's C: \Users directory as C: \HostUsers in the container:

docker run -it —--rm °
—-isolation=process °
—-mount type=bind, source=C:\Users, target=C:\HostUsers °
mcr .microsoft.com/powershell:windowsservercore-1903

You can verify that any changes performed to C: \HostUsers will also be visible on the
host machine in C: \Users.

Windows-specific features and the limitations of bind mounts can be

found in the official documentation from Microsoft: https://docs.
microsoft.com/en-us/virtualization/windowscontainers/manage-

containers/container-storage#bind-mounts.

In the next section, we are going to learn how to leverage bind mounts in order to use
remote or cloud storage in Windows containers.

Using remote/cloud storage for container
storage

Storing data locally in a container host filesystem is not suitable for use cases that require
high-availability, failover, and ease of data backup. In order to provide storage abstraction,
Docker provides volume drivers (plugins), which can be used to manage volumes that are
hosted on remote machines or in cloud services. Unfortunately, at the time of writing this
book, Windows containers running on-premises do not support the volume plugins that
are currently available on Linux OS. This leaves us with three choices when it comes to
using cloud storage in Windows containers:
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e Use Docker for Azure and the Cloudstor volume plugin, which is a partially
managed solution for running Docker in swarm mode on Azure VMs. In this
book, we will not cover Docker for Azure as this solution is separate from
Kubernetes, including Azure offerings for managed Kubernetes. If you are
interested in more details about this service, please refer to https://docs.
docker.com/docker-for-azure/persistent-data-volumes/.

¢ Use cloud storage directly in application code using cloud service provider
SDKs. This is the most obvious solution, but it requires embedding storage
management into your application code.

¢ Use bind mounts and Server Message Block (SMB) global mappings in order to
mount Azure Files, which is a fully managed cloud file share that can be accessed
via the SMB protocol.

Soon, we will demonstrate how to leverage the last option: SMB global mappings for Azure
Files. But first, we have to install the Azure CLI in order to manage Azure resources.

Installing the Azure CLI and Azure PowerShell
module

In order to manage Azure resources efficiently from the command line, it is recommended
to use the official Azure CLI. The official installation notes can be found at https://docs.
microsoft.com/en-us/cli/azure/install-azure-cli-windows?view=azure-cli-latest.
Let's get started:

1. Installing the Azure CLI from PowerShell requires running the following
commands as an Administrator:

Invoke-WebRequest -Uri https://aka.ms/installazurecliwindows -
OutFile .\AzureCLI.msi
Start-Process msiexec.exe -Wait —-ArgumentList '/I AzureCLI.msi

/quiet’
Remove—-Item .\AzureCLI.msi

2. After installing the Azure CLI, you need to restart your PowerShell window.
Next, log in to your Azure account:

az login
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The preceding command will open your default browser and instruct you to log
in to your Azure account.

3. Now, run the following command to verify that you have been logged in
properly:

az account show

You should be able to see your subscription details, similar to this:

EN Administrator: Windows PowerShell — O X

PS C:\src> az account show
{
"environmentName”: "AzurecCloud"”,
"id": " - 8 b o.
"isDefault": true,
"name" : y-As-You-Go",
"state”: "Enabled”,
"tenantId”: "melrem gy = g opp = mms n e m el
“user”: {
“name”: "l I INLL N NI LN
"type™: "user™
1
J
1
J
PS C:\src>»

On top of that, we need to install the Azure PowerShell module since some
operations are not available in the Azure CLL

4. Installation for the currently logged-in user can be performed using the following
command:

Install-Module —-Name Az —-AllowClobber —-Scope CurrentUser

The official installation steps can be found here: https://docs.microsoft.com/
en-us/powershell/azure/install-az-ps?view=azps—-2.5.0#install-the-

azure-powershell-module-1.

5. If you run into problems while importing the newly installed module, you'll also
need to set a PowerShell execution policy to RemoteSigned as an Administrator:

Set-ExecutionPolicy RemoteSigned
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6. Logging in to Azure using the PowerShell module has to be done separately
from the Azure CLI and can be performed using the following command:

Connect—-AzAccount

At this point, you should be able to manage your resources using the Azure CLI and the
Azure PowerShell module, without opening the Azure Portal website! Let's take a look at
how to create an Azure Files SMB share.

Creating Azure Files SMB share

Assuming that you are following along with these examples on a fresh Azure subscription,
let's create an Azure Resource Group and Azure Storage Account first:

1. In a PowerShell window, execute the following code:

az group create °
—-name docker-storage-resource—-group
——location westeurope

You can choose a location that is the most suitable for you (in order to show a list
of available locations, run az account list-locations).In this example, we
are using the westeurope Azure location.

You can also use the PowerShell script in this book's GitHub repository to
do this: https://github.com/PacktPublishing/Hands-On-Kubernetes—
on-Windows/blob/master/Chapter02/01_CreateAzureFilesSMBShare.
ps1. Remember to run this script as an Administrator since global
mappings for SMB share must be added from a privileged account.

2. After the successful creation of an Azure Resource Group, continue by creating
an Azure Storage Account:

az storage account create °
—-name dockerstorageaccount °
—-resource—group docker-storage-resource—-group
—--location westeurope °
—-sku Standard_RAGRS °
—-kind StorageV2
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The preceding command will create a general-purpose v2 storage account
with read-access geo-redundant storage called dockerstorageaccount in
docker-storage-resource-group. This operation can take up to a few

minutes to complete.

3. Next, you have to create the actual Azure Files SMB share. First, create a
connection string for your Azure Storage Account and store it as a variable in

PowerShell:

$azureStorageAccountConnString = az storage account show-
connection-string °
——name dockerstorageaccount °
—-resource—group docker-storage-resource—-group
——query "connectionString"
——output tsv

if (!$azureStorageAccountConnString) {
Write—-Error "Couldn't retrieve the connection string."

}

Remember to keep the connection string safe as it can be used to manage your
storage account!

4. Using the connection string stored in the $azureStorageAccountConnString
variable, create the share:

az storage share create °
——name docker-bind-mount-share °

—-—quota 2 °
—-—connection-string $azureStorageAccountConnString

This will create a share called docker-bind-mount-share with a quota limit of
2 GB, which we will now use in our Docker container.

Mounting Azure Files SMB share in a container

In order to mount the new Azure Files SMB share as a bind mount in a container, we will
leverage the SMB Global Mapping feature that was introduced in Window Server 1709.
Global mappings have been introduced specifically for this purpose, that is, mounting SMB
shares on the host so that they're visible to containers. Let's get started:

1. First, ensure that you are logged in so that you can execute Azure PowerShell
(using the Connect-AzAccount command).
2. Next, let's define a few variables that will be used in the commands we'll execute
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soon:
$resourceGroupName = "docker-storage-resource-group"
$storageAccountName = "dockerstorageaccount"
$fileShareName = "docker-bind-mount-share"

The names being used here are exactly the same as the ones we used in the
previous subsection while creating the Azure Files SMB share.

3. The next step is to define the $storageAccount and $storageAccountKeys
variables:

$storageAccount = Get-AzStorageAccount
-ResourceGroupName $resourceGroupName
-Name $storageAccountName
$storageAccountKeys = Get-AzStorageAccountKey
-ResourceGroupName $resourceGroupName
—-Name $storageAccountName

These variables will be used for the retrieval of file share details and credentials
for access, both of which are needed for SMB Global Mapping.

4. Now, optionally, you can persist your share credentials in Windows Credential
Manager using the cmdkey command:

Invoke-Expression —Command °
("cmdkey
/add:$ ([System.Uri] : :new ($storageAccount.Context .FileEndPoint) .Host
) n + ~
"/user:AZURE\S$ ($storageAccount . StorageAccountName)
/pass:$ ($storageAccountKeys[0] .Value) ")

5. We will also need details regarding Azure Files SMB share, so let's define a new
variable called $fileShare:

$fileShare = Get-AzStorageShare —-Context $storageAccount.Context |
Where-Object {
$_.Name -eq $fileShareName -and $_.IsSnapshot -eq $false
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6. At this point, you can also check if the file share details have been retrieved
successfully. By doing this, you will be able to detect if, for example,
$fileShareName contains the wrong share name:

if ($fileShare -eqg $null) {
Write-Error "Azure File share not found"

}

7. The last step, before creating an SMB Global Mapping, is to define a credentials
object, which will be used for mapping creation:

Spassword = ConvertTo-SecureString °

-String $storageAccountKeys[0].Value °

—-AsPlainText °

-Force
Scredential = New-Object System.Management.Automation.PSCredential
‘—-ArgumentList "AZURE\S (SstorageAccount.StorageAccountName) ",
Spassword

8. Finally, we can use the New-SmbGlobalMapping command in order to create the
mapping for Azure Files SMB share:

New-SmbGlobalMapping
—RemotePath
"\\$ ($fileShare.StorageUri.PrimaryUri.Host) \$ ($fileShare.Name)"
—Credential $credential °
—Persistent $true °
—LocalPath G:

If you need to remove SMB Global Mapping, you can do so using the
Remove-SmbGlobalMapping command.

The preceding command will mount your Azure Files SMB share persistently as the G:
drive. You can use this path later for bind mounts for Docker containers. Now, you can test
if your mapping works correctly by moving some test files to the G: drive using Windows
Explorer.
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The principle of using bind mount for a globally mapped SMB share can
be used for any SMB-compatible server, such as the following:

e A traditional file server hosted in your local network

e A third-party implementation of the SMB protocol,such as NAS
appliances

e A traditional SAN or Scale-out File Server (SoFS) on top of
Storage Spaces Direct (S2D)

Globally mapped SMB shares, when used as bind mounts, are transparently visible for the
containers as regular directories in the local filesystem. All of the "heavy lifting" is
performed by the container host, which is responsible for managing the SMB share
connection.

Let's demonstrate this feature by creating a simple PowerShell process-isolated container:

1. First, create a directory called G: \ContainerData in the SMB share for our
demonstration container:

New-Item -ItemType Directory -Force -Path G:\ContainerData

2. Now, we can run the container by providing the new directory in the Azure Files
SMB share as a bind mount with C: \Data as the target:

docker run -it —--rm °

—-—-isolation=process °

—-mount type=bind, source=G:\ContainerData, target=C:\Data
‘mer.microsoft.com/powershell :windowsservercore-1903

With this, we can easily prove that our solution works and that the container state
files are indeed stored in Azure Cloud!

3. In the running container, create a file that contains data. For example, get a list of
the currently running processes and store it as a processes. txt file:

Get-Process > C:\Data\processes.txt
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4. Now, log in to Azure Portal (https://portal.azure.com/) and do the
following;:
1. Navigate to Storage accounts from the main menu.

2. Open the dockerstorageaccount account.
3. In the storage account menu, open Files under the File service group.
4. Open the docker-bind-mount-share file share from the list.

You will see a familiar directory structure. Navigate into the ContainerData
directory to see that the processes. txt fileis indeed there and contains the data
that was stored in the container:

Microsoft Azure P Search resources, services, and docs -

Home > Storage accounts > dockerstorageaccount - Files > docker-bind-mount-share

Create a resource — docker-bind-mount-share

File share

Home

‘ « T Upload = Add directory &) Refresh [ Delete directory  := Properties

I®| Dashboard

@ Backup (Preview) is not enabled for this file share. Click here to enable backup.

All services Overview
FAVORITES & Access Control (IAM) Location: docker-bind-mount-share / ContainerData
All resources Settings P Search fil
) Resource groups Access policy NAME TYPE
& App Senvices 11! Properties 8]
-
& SQL databases processes.txt File
& Azure Cosmos DB
| processes.txt - Notepad
I virtual machines File Edit Format View Help
@ Load balancers NPM(K)  PM(M) WS (M) CPU(s) Id SI ProcessName
B Storageaccounts | N et T TT T
5 1.e5 2.58 0.05 16764 11 CExecSvc
Virtual networks 5 0.91 2.40 0.02 16672 11 CompatTelRunner
7 1.18 3.64 0.09 3488 11 conhost
@ Azure Active Directory 10 6.76 10.70 0.11 25280 11 conhost
12 1.82 3.91 0.23 18224 11 csrss
@ Monitor 5 0.78 1.75 0.65 8172 11 fontdrvhost
@ rn ] 0.06 0.01 0.00 0 o Idle
G 24 5.54 12.82 0.31 20716 11 lsass
B security Cent 13 2.66 9.47 0.11 10272 11 msdtc
ecurity Center 61  52.84 89.08 6.69 16564 11 pwsh
) Cost Management + Billing 10 2.55 5.21 0.45 23868 11 services
4 1.27 1.24 0.14 16568 © smss
& Help + support 23 13.88 26.31 2.59 5592 11 svchost
35 6.62 17.65 2.55 12484 11 svchost
8 1.67 4.22 0.05 13032 11 svchost
7 1.40 3.82 ©.02 13708 11 svchost
35 18.93 33.69 14.75 18668 11 svchost
12 2.96 9.78 0.41 21736 11 svchost
16 8.06 12.50 0.38 22452 11 svchost
15 3.30 7.43 ©.11 24432 11 svchost
16 2.98 7.59 ©.33 24720 11 svchost
14 3.45 9.09 0.19 24960 11 svchost
] 0.20 2.63  2,554.88 4 o System
12 1.85 4.77 0.09 21292 11 wininit
9 2.23 7.23 0.08 15960 11 WMIADAP
14 7.96 12.98 2.17 20064 11 WmiPrvSE
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In Kubernetes, a similar procedure can be performed in a managed way
using volumes (not to be confused with Docker volumes). We will focus on
this in chapter 11, Configuring Applications to Use Kubernetes Features. You
can also refer to the official documentation: https://kubernetes.io/

docs/concepts/storage/.

Please note that this scenario can also be achieved with a regular SMB File Server hosted in
your local network, which may be a suitable solution if you use them in your infrastructure
already.

Congratulations! You have successfully created a Windows container that uses Azure
Cloud storage to persist container state. In the next section, we will learn how to run
MongoDB inside Windows containers as an example of a multi-container solution.

Running clustered solutions inside
containers

MongoDB is a free and open source cross-platform, document-oriented database program
that can run in cluster mode (using shards and ReplicaSets). In this example, we will run a
three-node MongoDB ReplicaSet as that is much easier to configure than a full sharded
cluster and is sufficient to demonstrate the principle of storing container state data
persistently.

If you would like to learn more about MongoDB and advanced sharded
cluster components, please refer to the official documentation: https://

docs.mongodb.com/manual/core/sharded-cluster-components/
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Our MongoDB ReplicaSet architecture will look as follows:

Client Application
Driver
mongo shell

Writesl lReads

Windows Container

MongoDB (Primary)

Windows Container Windows Container
Bind mount

MongoDB (Secondary) MongoDB (Secondary)

Bind mount l Bind mount l
Y

| Azure Files SMB share |

The primary node is responsible for managing all write operations, and there can only be
one primary in a ReplicaSet. The secondary nodes are only replicating the primary's oplog
and apply the data operations so that their datasets reflect the dataset of the primary. The
main benefits of such a MongoDB deployment are as follows:

e Automatic failover: If the primary becomes unavailable, the rest of the secondary
nodes will perform new leader election and resume cluster functionality.

e Possibility to use secondaries to read data: You can specify read preference so
that clients offload the primary for read operations. However, you have to take
note of the fact that asynchronous replication may result in secondaries being
slightly off-sync with the primary node.

Now, let's create our MongoDB ReplicaSet!
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Creating a MongoDB ReplicaSet

Follow these steps to create the ReplicaSet:

1. First, let's create a Docker network called mongo-cluster for the new cluster
using the docker network create command:

docker network create —--driver nat mongo-cluster

If you would like to learn more about Docker networks, please refer to the
official documentation: https://docs.docker.com/network/.

For Windows-specific documentation, please go to https://docs.
microsoft.com/en-us/virtualization/windowscontainers/container—

networking/network-drivers—-topologies.

We will use Azure Files SMB share (globally mapped to the G: drive), which we
created in the previous section, in order to store MongoDB's state using bind

mounts.

2. We need to create new directories in our SMB share, two for each MongoDB

node:

New-Item
New-Item
New-Item
New-Item
New-Item
New-Item

—ItemType
—ItemType
—ItemType
—ItemType
—ItemType
—ItemType

Directory
Directory
Directory
Directory
Directory
Directory

—-Force
—-Force
—-Force
—-Force
—-Force
—-Force

—-Path
—-Path
—-Path
—-Path
—-Path
—-Path

G
G
G
G
G
G

: \MongoDatal\db
:\MongoDatal\configdb
: \MongoData2\db
: \MongoData2\configdb
: \MongoData3\db
: \MongoData3\configdb

Currently, the official MongoDB image for Windows only exists in Windows Server Core
1803, which means we would have to use Hyper-V isolation to run such containers on
Windows 1903. This means that we can't leverage SMB Global Mappings, so we need to
create our own MongoDB image based on Windows Server Core 1903. This will make it
possible for us to use process isolation. The image we are going to build is based on the

official MongoDB image for the 4.2.0 RC8 version, which can be found here: https://
github.com/docker-library/mongo/blob/a3a213fd2b4b2c26c71408761534fc7eaafe517£/

4.2—rc/windows/windowsservercore—l803/Dockerfile.Tk)perﬁninthelﬂiﬂd,fOHOVVthese

steps:

1. Download the Dockerfile from this book's GitHub repository: https://github.
com/PacktPublishing/Hands-On-Kubernetes-on-Windows/blob/master/

Chapter02/03_MongoDB_1903/Dockerfile.
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2. In PowerShell, navigate to the location where you downloaded the Dockerfile
(using a new, separate directory is recommended).

3. Execute the docker build command in order to create a custom MongoDB
image named mongo-1903 in your local image registry:

docker build -t mongo-1903:latest

The build process will take a few minutes as MongoDB has to be downloaded and installed
in the build container.

This image also exposes the MongoDB data as volumes under C:\data\db and
C:\data\configdb inside the container (https://github.com/PacktPublishing/Hands-
On—Kubernetes—on—Windows/blob/master/ChapterOZ/03_MongoDB_l903/Dockerfile#L44)
Taking all of these into account, let's create our first MongoDB process-isolated container
named mongo-nodel, which will be running in the background (using the -d option):

docker run -d °
——isolation=process
——volume G:\MongoDatal\db:C:\data\db °
—-—volume G:\MongoDatall\configdb:C:\data\configdb °
—-name mongo-nodel °
——net mongo-cluster °
mongo-1903:latest °
mongod —--bind_ip_all —--replSet replSetO

When running this container, we are providing a custom command to run the container
process, that is, mongod --bind_ip_all --replSet replSet0.The --bind_ip_all
argument instructs MongoDB to bind to all the network interfaces that are available in the
container. For our use case, the ——replset replSet0 argument ensures that the daemon
runs in ReplicaSet mode, expecting to be in a ReplicaSet named replset0.

After the successful creation of the first node, repeat this process for the next two nodes,
changing their name and volume mount points appropriately:

docker run -d °
——isolation=process
—-volume G:\MongoData2\db:C:\data\db °
—-volume G:\MongoData2\configdb:C:\data\configdb °
——name mongo—-node2
—--net mongo-cluster °
mongo-1903:latest °
mongod —--bind_ip_all —--replSet replSetO

docker run -d °
——isolation=process
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—-—volume G:\MongoData3\db:C:\data\db °

——volume G:\MongoData3\configdb:C:\data\configdb
—-name mongo-node3

—-net mongo-cluster

mongo-1903:latest

mongod —--bind_ip_all —--replSet replSetO

After the creation process has finished, you can verify that the containers are running
properly using the docker ps command:

¥ Administrator: Windows PowerShell - O X

PS C:\WINDOWS\system32> docker ps

CONTAINER ID IMAGE COMMAND CREATED STATUS PORTS NAMES
mongo- latest “"mongod --bind_ip 19 seconds ago Up 17 seconds 27017/tcp  mongo-node3
mongo- s “mongod --bind_ip_a 22 seconds ago Up 19 seconds 27017/tcp  mongo-node2

20 571f5 mongo- "mongod --bind_ip 28 seconds ago Up 22 seconds  27017/tcp  mongo-nodel
PS C:\WINDOWS\system32>

The preceding steps have also been provided as a PowerShell script in this

book's GitHub repository: https://github.com/PacktPublishing/Hands—
On-Kubernetes-on-Windows/blob/master/Chapter02/02_

InitializeMongoDBReplicaSet.psl.

The next stage is to configure the ReplicaSet. We will do this using the mongo shell. Follow
these steps:

1. Create an instance of the mongo shell. If you're already running a MongoDB
container (for example,mongo-node1l), the easiest way to do this is to exec into
an existing container and run themongo process:

docker exec —-it mongo—-nodel mongo

2. After a few seconds, you should see the mongo shell console prompt, >. You can
initialize the ReplicaSet using the rs.initiate () method:

rs.initiate (

{
"_id" : "replSetO",
"members" : [
{ "_id" : 0, "host" : "mongo-nodel:27017" },
{ "_id" : 1, "host" : "mongo-node2:27017" },
{ "_id" 2, "host" : "mongo-node3:27017" }
]
}
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The preceding command creates a ReplicaSet called replset0 using our three
nodes. These can be identified by their DNS names in the mongo-cluster
Docker network.

For more details regarding the initialization of ReplicaSets, please refer to
the official documentation: https://docs.mongodb.com/manual/

reference/method/rs.initiate/.

3. You can also verify the state of initialization using the rs.status () command
in the mongo shell. After a short time, when the ReplicaSet is fully initialized, in
the command JSON output, you should be able to see the ReplicaSet in one node
with "stateStr": "PRIMARY" and two other nodes with "statestr":
"SECONDARY" in the command's output.

In the next subsection, we will quickly verify our ReplicaSet by generating test data and
reading it in another container.

Writing and reading test data

Follow these steps to write and read test data:

1. First, in the mongo shell for the ReplicaSet primary node (as a prompt, you will
see replSet0:PRIMARY> ), let's add 1,000 sample documents in the demo
collection:

for (var i = 1; i <= 1000; i++) |

db.demo.insert ( { exampleValue : i } )

}

2. You can quickly verify the inserted documents by using the find () method on
the demo collection:

db.demo.find ()
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3. Now, we will create a minimalistic .NET Core 3.0 console application running in
a Docker container. This will connect to the ReplicaSet running in our Docker
container, query our demo collection, and write a value of examplevalue for
each document to standard output.

You can find the source code and Dockerfile for this in this book's GitHub repository:
https://github.com/PacktPublishing/Hands-On-Kubernetes-on-Windows/tree/master/

Chapter02/04_MongoDB_dotnet.

If, during the execution of this scenario, you experience any instability
issues with MongoDB, consider upgrading the mongo-1903 Dockerfile to
the latest MongoDB version.

To read our test data, we need to build the application Docker image and create a container
that's running in the mongo-cluster network. Perform the following steps to do so:

1. Clone the repository and navigate to the Chapter02/04_MongoDB_dotnet
directory in PowerShell.

2. Execute docker build in the current directory in order to create the mongo-
dotnet-sample Docker image:

docker build -t mongo-dotnet-sample:latest .

3. Run the sample container. This needs to be connected to the mongo-cluster
network:

docker run —--isolation=process °
—-——rm s
—-net mongo-cluster °
mongo—dotnet-sample:latest
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In the output, you should see an increasing sequence of numbers, which is the values of
exampleValue in our test documents:

X Administrator: Windows PowerShell - O X

PS C:\WINDOWS\system32> docker run

mongo-cluster
mongo-dotnet-sample:latest
Connecting to MongoDB...
1

U R W

If you are curious, you can check what the SMB share contains on Azure Portal (https://

portal.azure.com/ﬁ

Microsoft Azure P Search resources, services, and docs

Home > Storage accounts > dockerstorageaccount - Files > docker-bind-mount-share

Create a resource docker-bind-mount-share
File shre
Home -~ -
« T Upload == Add directory ) Refresh T Delete directory Properties
Dashboard
Al sorvices o ©  Backup (Preview) is not enabled for this file share. Click here to enable backup.
R 48 Access Control (AM) Location: docker-bind-mount-share / MongoData' / db
All resources Settings [0 sear
¥ Resource groups Access policy NAME veE size
& App services Properties 8]
-
psQlcaibaes diagnostic.data Directory
& Azure Cosmos DB )
journal Directory
¥ virtual machines
collection-0--6853221421465204875.wt File 208
@ Load balancers
collection-10--6853221421465204875.wt File 36 KiB
B8 Storage accounts
N collection-11--6853221421465204875.wt File 20 KiB
Virtual networks
’ Azure Active Directory collection-13--6853221421465204875.wt File 20KiB
@ Monitor collection-15--6853221421465204875.wt File 4xiB
@ Advisor collection-17--6853221421465204875.wt File 36 KiB
@ Security Center collection-19--6853221421465204875.wt File 208
) Cost Management + Blling collection-2--6853221421465204875.wt File 4xiB
[0}
Hel t
M TIEP + suppo collection-4--6853221421465204875.wt File 208
collection-6--6853221421465204875.wt File 36 kiB
collection-8--6853221421465204875.wt File 208
index-1--6853221421465204875.wt File 208
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Congratulations! You have successfully created and tested a MongoDB ReplicaSet running
in a Windows container with Azure Files SMB share being used as a bind mount for storing
data. Let's quickly summarize what we have learned in this chapter.

Summary

In this chapter, you learned the key aspects of Docker storage on Windows: using volumes
and bind mounts. With the help of Azure, you successfully set up your Azure Files SMB
share, which can be used to store container state data using SMB global mappings. Last but
not least, you wrapped all this up by setting up your own three-node MongoDB ReplicaSet
backed by Azure Cloud storage and verified your setup!

The next chapter will be the last one to focus purely on Docker on the Windows platform.
You can expect to learn about the fundamentals of how to work with Docker images and
how to use them in your application development life cycle. After that, we will be ready to
begin our journey with Kubernetes.

Questions

What is the container layer in the Docker storage architecture?

What is the difference between volumes and bind mounts?

Why is storing container state data in the container layer not recommended?
How can you mount Azure Files SMB share transparently in a container?
Can you use bind mounts in containers that run in Hyper-V isolation?

What command removes all unused volumes on the container host?

NSk »h =

What are volume drivers (plugins)?

You can find the answers to these questions in the Assessments section of this book.
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Further reading

¢ For more information concerning managing state and volumes in Docker (not
only on Windows), please refer to the following Packt book:

o Learn Docker — Fundamentals of Docker 18.x (https://www.packtpub.com/
networking-and-servers/learn-docker-fundamentals-docker—18x).

* You can also refer to the official Docker documentation, which gives a good
overview of possible storage options for Docker itself: https://docs.docker.
com/storage/.
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Working with Container Images

Container-based software development lifecycle requires easy image packaging and
reliable ways to distribute containerized applications - these are key aspects that the Docker
ecosystem has solved. We used Dockerfiles and Docker images in the previous chapters.
Simply put, a Dockerfile defines build instructions for creating a Docker image, an
immutable, layered snapshot of container data that can be used for instantiating containers.
These two concepts allow us to create easy and standardized packaging for container
applications. In order to provide reliable and scalable distribution for Docker images, we
can use image registries.

In this chapter, we will focus on the usage of Docker registries, mainly the publicly
accessible Docker Hub and private Azure Container Registry, and we will also introduce
Docker Content Trust — a concept for publishing and managing signed collections of
content. With this introduction to container image management, you will be ready to fully
enter the world of Kubernetes on Windows!

This chapter will cover the following topics:

e Storing and sharing container images

¢ Using cloud container builders

¢ Image tagging and versioning

¢ Ensuring the integrity of the image supply chain

Technical requirements

For this chapter, you will need the following:

e Windows 10 Pro, Enterprise, or Education (version 1903 or later, 64-bit) installed.
e Docker Desktop for Windows 2.0.0.3 or later installed.

e The Azure CLI installed. You can find detailed installation instructions in
Chapter 2, Managing State in Containers.
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The installation of Docker Desktop for Windows and its detailed requirements were
covered in Chapter 1, Creating Containers.

To be able to use cloud-hosted registries, you will need your own Azure account. If you
haven't created an account for the previous chapters, you can find out how to obtain a
limited free account for personal use here: https://azure.microsoft.com/en-us/free/.

You can download the latest code samples for this chapter from this book's official GitHub
repository: https://github.com/PacktPublishing/Hands-On-Kubernetes—-on-Windows/
tree/master/Chapter03.

Storing and sharing container images

So far, you have already pulled your first hello-world container with the docker pull
hello-world command and even used the docker run hello-world command. Under
the hood, a few things happen during an image pull:

1. Docker Engine connects to the so-called Docker image registry. The registry can
be specified explicitly, but by default, this is the official public registry,
called Docker Hub (https://hub.docker.com/).

2. Docker Engine authenticates to the registry, if needed. This can be the case if you
are running a private registry or paid plan for Docker Hub.

3. The selected hello-world image is downloaded as a set of layers identified by
SHA256 digests. Each layer is unpacked after being downloaded.

4. The image is stored locally.

A similar procedure happens if you execute the docker run command and the image is
not present in the local store. The first time, it will be pulled, and later, the locally cached
image will be used.

If you are familiar with GitHub or other source repository managed
hosting, you will find many concepts in image management and image
registries similar.

So, intuitively, the image registry is an organized, hierarchical system for storing Docker
images. The hierarchy of images consists of the following levels:

¢ Registry: This is the top level of the hierarchy.

* Repository: Registries host multiple repositories, which are storage units for
images.
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e Tag: A versioning label for a single image. Repositories group multiple images
identified by the same image name and different tags.

Each image in the registry is identified by an image name and tag, and the hierarchy above
is reflected in the final image name. The following scheme is used:
<registryAddress>/<userName>/<repositoryName>:<tag> for

example, localregistry:5000/ptylenda/test-application:1.0.0. When using
Docker commands, some of these parts are optional and if you do not provide a value, the
default will be used:

® <registryAddress> is the DNS name or IP address (together with the port) of
the registry that is used for storing the image. If you omit this part, the default
Docker Hub registry (docker. io) will be used. Currently, there is no way of
changing the default value of the registry address, so if you would like to use a
custom registry, you have to always provide this part.

e <userName> identifies the user or organization that owns the image. In the case
of Docker Hub, this is a so-called Docker ID. Whether this part is required
depends on the registry — for Docker Hub, if you do not provide a Docker ID, it
will assume official images, which are a curated set of Docker repositories that
are maintained and reviewed by Docker.

e <repositoryName> is a unique name within your account. The image name is
formed as <registryAddress>/<userName>/<repositoryName>.

e <tag> is a unique label within a given image repository that is used for
organizing images, in most cases using a versioning scheme, for example, 1.0. 0.
If this value is not provided, the default, 1atest, will be used. We will focus on
tagging and versioning images later in this chapter.

With multi-architecture Docker image variants, it is possible to have
different images under the same image name and tag for different
architectures. The version of the image will be automatically chosen based
on the architecture of the machine running the Docker client. Identifying
such images can be performed explicitly using an additional
@sha256:<shaTag> part after the image tag, for

example, docker.io/adamparco/demo: latest@sha256:2b77acdfeab
dcbbaad89ffab2alb4a387666d1d526490e31845eb64e3e73ed20. For
more details, please go to https://engineering.docker.com/2019/04/

multi-arch-images/.

Now that you know how Docker images are identified, let's take a look at how to push an
image to the Docker registry.
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Pushing an image to the Docker registry

Sharing container images using the registry is performed via an image push. This process
uploads the required image layers to the selected repository in a registry and makes it
available for pull by other users that have access to a given repository. In the case of Docker
Hub, which we will use for this demonstration, your repositories will be public, unless you
have a paid plan.

Pushing images to Docker Hub requires authentication. If you haven't already registered at
Docker Hub, please navigate to https://hub.docker.com/ and follow the instructions
there. After registration, you will need your Docker ID and password in order to log in to
the services using the docker login command:

PS C:\WINDOWS\system32> docker login

Login with your Docker ID to push and pull images from Docker Hub. If you
don't have a Docker ID, head over to https://hub.docker.com to create one.
Username: packtpubkubernetesonwindows

Password:

Login Succeeded

Throughout this book, we will be using the packtpubkubernetesonwindows Docker ID
in order to demonstrate our examples. It is recommended that you create your own account
to be able to fully follow the examples in this book. Follow these steps:

1. The first step is to create an image that can actually be pushed to the registry. We
will use the following Dockerfile to create the image:

FROM
mcr.microsoft.com/windows/servercore/iis:windowsservercore—-1903

WORKDIR /inetpub/wwwroot
RUN powershell -NoProfile —-Command ; \
Remove-Item —-Recurse .\* ; \
New-Item —-Path .\index.html -ItemType File ; \
Add-Content -Path .\index.html -Value \"This is an IIS
demonstration!\"

This Dockerfile creates an IIS web host image, which serves a minimalistic web
page that displays This is an IIS demonstration!.

2. Save the Dockerfile in your current directory. To build it, issue the following
docker build command:

docker build -t <dockerId>/iis-demo .
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Bear in mind that you have to supply your Docker ID as part of the repository
name in order to be able to push the image to Docker Hub.

3. After a successful build, you are ready to perform an image push to the registry.
This can be performed with the docker push command:

docker push <dockerId>/iis-demo

The following screenshot shows the output of the preceding command:

EN Administrator: Windows PowerShell - O X

1: Pushed

a: Pushed
22654ee65998: Pushed
f1627a8358bf:
118f3762de74:

7ddf518fc57¢cf7cba3aed4203401190578014211a601 size: 1993
aptere3\e1_iis-demo>

Docker pushes the image as a set of layers, which also optimizes the push process if already
known layers are being used. Also, note that in the case of Windows-based images, you will
see a Skipped foreign layer message. The reason for this is that any layers that come from a
registry other than Docker Hub, such as Microsoft Container Registry (MCR), will not be
pushed to Docker Hub.

Now, you can also navigate to the Docker Hub web page and check your image details —
for the example image, you can check it here: https://cloud.docker.com/repository/
docker/packtpubkubernetesonwindows/iis—demo/. Al’ly user that has access to your
repository can now use the docker pull <dockerId>/iis-demo command in order to
use your image.

You have successfully pushed your first image to Docker Hub! Now, let's take a look at
pushing images to custom image registries.
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Using a custom local registry

When it comes to choosing storage for your images, you are not limited to using the default
Docker Hub. In fact, in most cases, when you are running production code, you may want
to use a locally hosted Docker Registry, which is an open source, highly scalable application
for storing and distributing Docker images. You should consider this solution in the
following situations:

¢ You want to distribute Docker images in an isolated network
* You need strict control where the images are stored and distributed

¢ You would like to compliment your CI/CD workflow to enable faster and more
scalable delivery of images

Detailed information about the deployment of Docker Registry can be found in the official
documentation: nttps://docs.docker.com/registry/deploying/.

For Kubernetes deployments, it is a common practice to host your own
Docker Registry alongside or even inside the Kubernetes cluster. There are
numerous automations available for this use case, for example, the official
Helm chart for the deployment of registries on Kubernetes: https://
github.com/helm/charts/tree/master/stable/docker-registry.

In order to use a custom image registry, all you need to do is specify the registry address
(and port, if needed) in the image name when using pull or push commands, for

example, localregistry:5000/ptylenda/test-application:1.0.0, where
localregistry:5000 is the domain name and port of a locally hosted Docker registry. In
fact, you have already used a custom Docker image registry when you pulled images for
your demonstration Windows IIS

application: mcr.microsoft.com/windows/servercore/iis:windowsservercore-19
03. The mcr.microsoft.comregistry is the MCR, which is the official registry for
Microsoft Published images. The main difference between other public registries and MCR
is that it is tightly integrated with Docker Hub and leverages its Ul for providing a
browsable catalog of images. Docker Engine is capable of using any system that exposes the
Docker Registry HTTP API (https://docs.docker.com/registry/spec/api/) asa
container image registry.

Currently, it is not possible to change the default container image registry
for Docker Engine. Unless you specify the registry address in the image
name, the target registry will always be assumed to be docker. io.
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Apart from hosting your own local image registry, there are a couple of cloud-based
alternatives that provide private image registries:

¢ Azure Container Registry (ACR) https://azure.microsoft.com/en-in/
services/container-registry/). We will cover this registry in the next section
as part of a demonstration of how to use cloud hosting for container builds.

e Docker Enterprise and its Docker Trusted Registry (https://www.docker.com/
products/image-registry).

¢ IBM Cloud Container Registry (https://www.ibm.com/cloud/container-
regist ry).

¢ Google Cloud Container Registry (https://cloud.google.com/container-
registry/).

¢ RedHat Quay.io and Quay Enterprise (https://quay.io). Quay is an interesting
solution if you would like to host not only the registry but also the build
automation and web catalog on-premises, similar to Docker Hub.

In the next section, you will learn how to use Docker Hub to automate Docker image builds
and how to host your own registry using ACR.

Using cloud container builders

One of the features that Docker Hub offers is automated builds (autobuilds). This is
especially useful in Continuous Integration and Continuous Deployment scenarios where
you would like to ensure that each push to your code repository results in a build, a
publish, and potentially a deployment.

Currently, Docker Hub does not support Windows images, but this is
likely to change in the near future. We will demonstrate this usage on a
Linux image, but all the principles remain the same. For Windows
container cloud builds, check out the next section about Azure Container
Registry.

To set up automated builds, complete the following steps:

1. Create a GitHub repository where your application code resides, together with a
Dockerfile that defines the Docker image for the application.

2. Create a Docker Hub repository and add an autobuild trigger. This trigger can
also be added after creating the repository.
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3. Customize the build rules.

4. Optionally, enable autotests. This is a validation feature provided by Docker Hub
where you can define your test suite in order to test each new image push.

Let's begin by creating a GitHub repository!

Creating a GitHub repository

If you don't have a GitHub account, you can create one for free at https://github.com/
join. In this example, we will create a dedicated public repository called nginx-demo-
index in the hands—-on-kubernetes-on-windows organization. Let's get started:

1. Navigate to https://github.com/ and use the + sign to create a new repository:

Create a new repository

A repository contains all project files, including the revision history. Already have a project repository elsewhere?
Import a repository.

Owner Repository name *
hands-on-kubernetes-on-windows ~ / nginx-demo-index v

Great repository names are short and memorable. Need inspiration? How about ideal-couscous?

Description (optional)

Demonstration Linux Docker image for hosting a static webpage using nginx

® . Public
n— Anyone can see this repository. You choose who can commit.

Private
You choose who can see and commit to this repository.

o

Skip this step if you're importing an existing repository.

O Initialize this repository with a README

This will let you immediately clone the repository to your computer.

Add gitignore: None ~ Add a license: None > | (D

Create repository
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Hosting an organization is not required; you can just use your own personal
namespace. The repository is intended to only contain the application source code
(in our case, just a static index.html web page) and the Dockerfile that's
required to build the image, which aligns with the suggested best practices for
Docker development.

2. After you have created the repository, we can push some source code for the
image. You can find the source code for our minimalistic Docker image for
hosting a static web page using nginx in this book's GitHub repository: https://
github.com/PacktPublishing/Hands-On-Kubernetes-on-Windows/tree/master/

Chapter03/02_nginx-demo-index.

3. In order to clone the newly created repository, in PowerShell, navigate to the
directory where you would like to have the repository and use the git clone
command:

git clone https://github.com/<userName>/<repositoryName>.git

4. Copy all the required source files to the repository and perform a push using
the git push command:

git add -A
git commit —am "Docker image source code"
git push —u origin master

5. At this point, you should be able to see the files in the repository when you
navigate to GitHub web page, for example, https://github.com/hands-on-

kubernetes—-on-windows/nginx—-demo-index:

B hands-on-kubernetes-on-windows / nginx-demo-index @Unwatch~ | 1| | #esStar | 0 | | YFork | 0
<> Code = (Dlssues 0 19 Pull requests 0 1] Projects o EEWiki @ Security [l Insights  £F Settings
Demonstration Linux Docker image for hosting a static webpage using nginx Edit
Manage topics
D 1 commit ¥ 1branch © 0 releases 42 1 contributor
Branch: masterv | | New pull request Create new file | Upload files | Find File | [MeluRea: b
m ptylenda Docker image source code Latest commit 916391f now
[B Dockerfile Docker image source code now
B index.html Docker image source code now
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The next step is to create the actual Docker Hub repository and configure autobuild. Let's
proceed!

Creating a Docker Hub repository with autobuild

Integrating a Docker Hub repository with autobuild requires connecting your GitHub
account to your Docker Hub account and creating the repository itself. Let's get started:

1. Open https://hub.docker.com/ and navigate to Account Settings. In
the Linked Accounts section, click Connect for GitHub provider:

Linked Accounts

These account links are used for Automated Builds, so that Docker Hub can access your project lists and help you configure your Automated Builds. Please
note: A Github/Bithucket account can only be connected to one Docker Hub account at a time.

Service user (or machine/bot account) suggested
Attaching your personal GitHub or Bitbucket account to this Docker Hub organization will allow other organization owners to create builds from your
private repositories. We suggest using a service user (also referred to as a machine user or bot account).

Provider Account
GitHub No account linked Y%
Bitbucket No account linked Y% Connect

2. Authorize Docker Hub Builder to access your repositories. At this point, if you
need to, you can also grant access to any organization.

3. After the accounts have been connected, open https://hub.docker.com/ again
and click the Create Repository section's + button:
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Create Repository

packtpubkubern... - 25)

Description

Visibility
Using 0 of 1 private repositories. Get more

Public ® Private 8§

Public repositories appear in Docker Only you can view private repositories
Hub search results

Build Settings (optional)

Autobuild triggers a new build with every git push to your source code repository. Learn More.

O| ©

Connected Disconnected

O| hands-on-kubernetes-on-windows  x « nginx-demo-index X ¥

b Click here to customize the build settings

4. Fill in all the required details. In our case, the name of our repository will be
packtpubkubernetesonwindows/nginx—demo—index.

5. In Build Settings, choose the GitHub icon and select the GitHub repository that
you have just created, as shown in the preceding screenshot.
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6. Inspect the build settings by clicking Click here to customize the build settings
in order to understand what the default configuration is:

BUILD RULES +

> View example build rules

The build rules below specify how to build your source into Docker images.

Source Type Source Docker Tag Dockerfile Build
location Caching
Branch master latest Dockerfile ® i

7. The default settings are suitable for our image as we would like to trigger the
build whenever new code is pushed to the master branch. A Dockerfile with the
name Dockerfile in the root of your GitHub repository should be used for

building images.

8. Click Create & Build to save and immediately start a build based on the current

code in the repository.

9. In Recent Builds, you should see a Pending build of your image:

Repositories packtpubkubernetesonwindows / nginx-demo-index

General Tags Builds Timeline

¥ Build in'master (916391fd)
'!'. latest

($)

hands-on-kubernetes-on-windows/nginx-demo-
index

Collaborators

CREATED a few seconds ago @

(© DURATION 0min ®

Builds Using 0 of 1 private repositories. Get more

Webhooks Settings

USER packtpubkubernetesonwindows
LOCATION unknown

1P 2.129.216.115

10. After a few minutes, the build should finish and
the packtpubkubernetesonwindows/nginx-demo-index:latest image
should be available. You can verify this by pulling the image using the docker
pull packtpubkubernetesonwindows/nginx—-demo-index:latest

command.
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Now, let's take a look at how to easily trigger Docker image builds with a new code
commit.

Triggering the Docker Hub autobuild

With the autobuild setup created in the previous section, triggering a new Docker image
build is as simple as committing new code to your GitHub repository. In order to do that,
you have to do the following:

1. Introduce a change to the source code for the image on GitHub; for example,
modify the index.html file:

<!DOCTYPE html>
<html>
<head>
<title>Hello World!</title>
</head>
<body>
<hl>Hello World from nginx container! This is a new version
of image for autobuild.</hl>
</body>
</html>

2. Commit and push the code change:

git commit —-am "Updated index.html"
git push -u origin master

3. In the Builds tab for this image repository on Docker Hub, you should almost
immediately see that a new image build has been triggered (source
commit: https://github.com/hands-on-kubernetes-on-windows/nginx—-demo—
index/tree/5ee600041912cdba3c82da5331542f48701£0£28):

Recent Builds

Build in 'master’ (5ee60004) 5ee6000 ?. latest @ 2 minutes ago [N
@ Build in ‘master (916391fd) 916391f %, tatest © 19 minutes ago
° Github Ping @ 19 minutes ago
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If your build fails, you can always inspect the Docker build logs in the
build details and Build logs tab.

4. After the build succeeds, verify your image by running a new container on your
Windows machine:

docker run -it —--rm °
-p 8080:80 °
packtpubkubernetesonwindows/nginx-demo-index:latest

5. The image will be automatically pulled from the Docker Hub repository.
Navigate to http://localhost:8080 in your web browser. You should see the

following output:

B & B HelloWorld! X ‘+ v

& O o @ | localhost:8080/

Hello World from nginx container! This is a new version of image for autobuild.

Congratulations — you have successfully created and triggered a Docker image autobuild
on Docker Hub! In the next section, you will learn how to create a similar setup
for Windows-based images using Azure Container Registry.

Creating Azure Container Registry

Azure Container Registry (ACR) is a fully managed private Docker registry provided by
Azure Cloud. In this section, we will create a new instance of ACR using the Azure CLL
You will learn how to achieve similar build automation as provided by Docker Hub but
with the possibility of building Windows images and using a private registry.

You can find detailed installation instructions for the Azure CLI
in Chapter 2, Managing State in Containers.

[91]



Working with Container Images Chapter 3

To create an Azure Container Registry instance, follow these steps:

1. Ensure that you are logged in to the Azure CLI by using the az login command
in PowerShell. Proceed by creating a dedicated resource group for your ACR
instance. In this example, we will use the acr-resource-group resource group
and westeurope as the Azure location:

az group create
—--name acr-resource—-group
——location westeurope

You can also use the PowerShell script available in this book's GitHub
reposﬁory:https://github.com/PacktPublishing/Hands—On—
Kubernetes—-on-Windows/blob/master/Chapter03/03_
CreateAzureContainerRegistry.psl. Remember to provide a globally
unique ACR name in order to be able to create the instance.

2. Next, create a basic-tier ACR instance with a globally unique name (for
demonstration purposes, we have provided
handsonkubernetesonwinregistry, but you have to provide your own
unique name as it will be a part of the registry's DNS name):

az acr create

——-resource—-group acr-resource—-group
—-name handsonkubernetesonwinregistry °
—--sku Basic

If you are interested in other service tiers of Azure Container Registry,
please refer to the official documentation: https://docs.microsoft.com/

en-us/azure/container-registry/container-registry-skus.

You will be provided with detailed information regarding your newly created
registry:

{

"adminUserEnabled": false,

"creationDate": "2019-08-18T21:20:53.081364+00:00",

"id": "/subscriptions/cc9a8166-829%9e-401le—
a004-76d1e3733b8e/resourceGroups/acr-resource—
group/providers/Microsoft.ContainerRegistry/registries/handsonkuber
netesonwinregistry”,

"location": "westeurope",

"loginServer": "handsonkubernetesonwinregistry.azurecr.io",

"name": "handsonkubernetesonwinregistzry",

"networkRuleSet": null,
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"provisioningState": "Succeeded",
"resourceGroup": "acr-resource—-group",
"sku": {

"name": "Basic",

"tier": "Basic"

}I

"status": null,

"storageAccount": null,
"tags": {},
"type": "Microsoft.ContainerRegistry/registries"

}

The most important information is "loginServer":
"handsonkubernetesonwinregistry.azurecr.io", which will be used for

pushing and pulling Docker images.

3. Finally, the last step is to log in to the registry so that you can use the registry in
the Docker CLI:

az acr login °
——name handsonkubernetesonwinregistry

With ACR set up, we are ready to build a Docker image using ACR in the cloud
environment.

Building a Docker image using Azure Container
Registry

For demonstration purposes, we will use a simple Windows IIS image that hosts a static
HTML web page. You can find the Docker image source in this book's GitHub
reposﬁory:https://github.com/PacktPublishing/Hands—On—Kubernetes—on—windows/
tree/master/ChapterO3/04_iis—demo—index.Tk)buikitheinﬁageinzACTLfOHOVVthese
steps:

1. Clone the repository with the image source code and navigate to
the Chapter03/04_iis-demo-index directory in PowerShell.
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2. Execute the az acr build command in order to begin the Docker image build
in the cloud environment (remember to provide the Docker build context
directory, which in this example is denoted by the dot for the current directory):

az acr build °
—-registry handsonkubernetesonwinregistry °
—-platform windows °
——image iis—-demo-index:latest .

3. The az acr build command starts an ACR quick task. This uploads the Docker
build context to the cloud and runs the build process remotely. After a few
minutes, the build process should finish. You can expect output similar to the
local docker build command.

4. Now, you can verify the image by running a container on your local machine and
pulling the image from ACR. You need to use the full DNS name for the registry
(in this example, this is handsonkubernetesonwinregistry.azurecr.io):

docker run -it —--rm °
-p 8080:80 °
handsonkubernetesonwinregistry.azurecr.io/iis—demo-
index:latest

5. Navigate to http://localhost:8080 in a web browser and verify that the
container is running as expected:

W

= «—ﬁ‘ﬁ Hello World! x EEZ

™

O @ O localhost:8080/

Hello World from IIS container! The image is provided by Azure Container Registry.

You have successfully executed your ACR build quick task! Now, we can start automating
the ACR build trigger for a GitHub repository code push in a similar fashion to how we
would using Docker Hub.
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Automatic builds for Azure Container Registry

Azure Container Registry offers similar functionality to Docker Hub for the automation of
Docker image builds on code push. The pipeline is highly customizable and can support
building multiple container images at once, but in this example, we will focus on
automating a single image build on the GitHub repository code push.

For more advanced multi-step and multi-container scenarios, check out
the official documentation: https://docs.microsoft.com/en-us/azure/
container-registry/container-registry-tutorial-multistep-task.

Integrating ACR and GitHub can be performed as follows:

1. Create a new GitHub repository and push the Docker image source code. In this
example, we will use source code from https://github.com/PacktPublishing/
Hands-On-Kubernetes—on-Windows/tree/master/Chapter03/04_1iis-demo—

index, which will be pushed to a new GitHub repository, that is, https://
github.com/hands-on-kubernetes—on-windows/iis—-demo—-index

2. Generate a GitHub Personal Access Token (PAT) in order to access the
reposﬂoryirl/\(jz.PJaVigatetO]qttps://github.com/settings/tokens/new.

3. Enter a PAT description and choose the repo:status and public_repo scopes (for
private repositories, you need to use a full repo scope):

Settings ' Developer settings

GitHub Apps New personal access token
OAuth Apps

Personal access tokens function like ordinary OAuth access tokens. They can be used instead of a password for Git over
Personal access tokens HTTPS, or can be used to authenticate to the API over Basic Authentication.

Note

Azure Container Registry build task automation

What's this token for?

Select scopes

Scopes define the access for personal tokens. Read more about OAuth scopes.

O repo Full control of private repositories
Access commit status
O repo_deployment Access deployment status
Access public repositories
O repainvite Access repository invitations
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4. Click the Generate token button.

5. You will be provided with a PAT value. Copy the token to a secure location as
you will need it to set up integration.

6. Now, let's create an ACR task called iis-demo-index-task. This will be
triggered automatically when code is pushed to https://github.com/hands-on-
kubernetes-on-windows/iis-demo-index. The required parameters are similar to
the build configuration for Docker Hub:

az acr task create °

—-registry handsonkubernetesonwinregistry °

——name iis-demo-index-task °

——platform windows

——image "iis—-demo-index:{{.Run.ID}}"

——context
https://github.com/hands—-on-kubernetes-on-windows/iis—demo—-index °

—-branch master °

——file Dockerfile °

——git—-access-token <gitHubPersonalAccessTokenValue>

If yourunintoan az acr task create: 'utputformat' is not a
valid value for '—--output'. See 'az acr task create —-—

help'. error being returned by the Azure CLI, ensure that you are
escaping/quoting curly brackets for PowerShell properly.

7. Test your ACR task definition using the az acr task run command:
az acr task run °
—--registry handsonkubernetesonwinregistry °

——name iis-demo-index-task

8. In the source code for your Docker image, introduce a change and commit and
push it to the GitHub repository. For example, modify the static text so that it
reads as follows:

Hello World from IIS container! The image is provided by Azure
Container Registry and automatically built by Azure Container

Registry task.

9. Retrieve the ACR task logs to verify that the task was indeed triggered:

az acr task logs —--registry handsonkubernetesonwinregistry
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You should see an output similar to the following, which indicates that a new task
instance was triggered by the push:

EN Administrator: Windows PowerShell - O X
PS C:\src\Hands-On-Kubernetes-on-Windows\Chapter@3\e4_iis-demo-index> az acr task logs handsonkubernetesonwin|P
registry
Showing logs of the last created run.

22:55:29 Downloading source code...
@ Finished downloading source code
Using acb_vol 7f760829-2575-48fe-8e6a-6872b10c280a as the home volume

Setting up Docker configuration..
Successfully set up Docker configuration
Logging in to registry: handsonkubernetesonwinregistry.
Successfully logged into handsonkubernetesonwinregistry Fe
2019/08/18 22:56:01 Executing step ID: build. Timeout(sec): 288e@, Working ctory: "', Network: '’

10. When the task is finished, pull the image tagged with Run ID (in this case, this is
cb5). You can also use the latest tag, but this requires removing a locally
cached image using the docker rmi command:

docker pull handsonkubernetesonwinregistry.azurecr.io/iis-demo-
index:cb5

11. Create a new container using
the handsonkubernetesonwinregistry.azurecr.io/iis-demo-index:cb5

image:

docker run -it —-—rm
-p 8080:80 °
handsonkubernetesonwinregistry.azurecr.io/iis-demo-
index:cb5

12. Navigate to http://localhost:8080 in a web browser and verify that the
container is running as expected. Also, verify that the static HTML page contains
changes that were introduced in the code push:

B | O Hello World! X [EE

& O o © | localhost:8080/

Hello World from IIS container! The image is provided by Azure Container Registry
and automatically built by Azure Container Registry task.
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Other cloud service providers have similar offerings for setting up Docker
image registries and build pipelines. If you are interested in Google Cloud
Platform services, please check out GCP Cloud Build: https://cloud.
google.com/cloud-build/docs/quickstart-docker

You have successfully set up your Docker image build pipeline using GitHub and Azure
Container Registry — congratulations! Now, we will take a quick look at best practices for
image tagging and versioning.

Image tagging and versioning

Docker images use tags in order to provide different versions of the same image in the
repository — each image tag corresponds to a given Docker image ID. Specifying tags for
Docker images is often performed during an image build, but you can also add tags
explicitly using the docker tag command:

docker pull mcr.microsoft.com/dotnet/core/sdk
docker tag mcr.microsoft.com/dotnet/core/sdk:latest mydotnetsdk:vl
docker tag mcr.microsoft.com/dotnet/core/sdk:latest mydotnetsdk:v2

In this example, we pulled the 1atest image tag (as it was not specified explicitly) of the
.NET Core SDK and then tagged the image with the mydotnetsdk:v1

and mydotnetsdk:v2 tags in the local image cache. Now, it is possible to use these tags
while performing operations on your local machine, like so:

docker run -it —--rm mydotnetsdk:vl

Let's take a look at the 1atest tag, which is often used when working with Docker.

Using the latest tag

By default, the Docker CLI assumes a special tag called 1atest. This means that if you
perform the docker pull applicationimage command or the docker run -it
applicationimage command, or use FROM applicationimage in your Dockerfile,
the applicationimage:latest tag will be used. Similarly, when you execute docker
build -t applicationimage ., the resulting Docker image will be tagged with

the latest tag and each subsequent build will produce a new version of
applicationimage:latest.
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It is important to understand that 1atest behaves just like any other Docker image tag. It
can be seen as a default value that is always used by Docker whenever no tag has been
provided by user. This has some consequences that may cause confusion, as follows:

¢ During an image build, if you specify your tag for the image, the latest tag
will not be added. This means that if you push applicationimage:v1 to the
registry, it doesn't mean that applicationimage:latest will be updated. You
have to perform it explicitly.

e When the image owner pushes a new Docker image version to the repository and
it is tagged again with the latest tag, this doesn't mean that your locally cached
image will be updated and used during docker build. You have to tell the
Docker CLI to attempt to pull a newer version of the image by using the ——pull
argument for docker build.

e Using the latest tag for the Dockerfile's FROM instruction can lead to different
images being built in different points in time, which is generally not desirable.
For example, you may be building your image using
the mcr.microsoft.com/dotnet/core/sdk image at a point in time when
latest points to version 2.2 of the SDK, but after a few months, building the
same Dockerfile will result in version 3.0 being used as the base.

The general best practice (this is also the same for Kubernetes) is to avoid deploying
production containers using the 1atest tag and use the latest tag just for development
scenarios and ease of use for your local environment. Similarly, to ensure that your Docker
images are predictable and self-descriptive, you should avoid using base images with

the latest tag in a Dockerfile — use a specific tag instead.

Semantic versioning

In order to efficiently manage the versioning and tagging of Docker images, you can

use Semantic Versioning (Semver) as a general strategy. This versioning scheme is widely
adopted among image distributors and helps consumers understand how your image
evolves.

Generally, Semver suggests the scheme of using three numbers — major, minor, and patch —
separated with dots, <major>.<minor>.<patch>, where each number is incremented as
needed. As an example, 2.1.5 means that the major version of the image is 2, the minor
version is 1, and the patch version is currently 5. The meaning of these release numbers and
incrementation rules are similar to what you would expect for versioning non-
containerized applications:
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e Major: Increment if you are introducing features that break compatibility or
introduce other breaking changes.

e Minor: Increment if you are introducing features that are fully compatible with
previous releases. Consumers do not need to upgrade usages of your application.

¢ Patch: Increment if you are publishing bug fixes or patches.

More details regarding Semver as a general concept can be found
here: https://semver.org/.

The best practices for using Semver when building/pushing Docker images can be
summarized as follows:

¢ When building a new version of your image, always create a new patch tag (for
example, 2.1.5).

¢ Always overwrite existing major and minor tags (for example, 2 and 2.1).

¢ Never overwrite patch tags. This ensures that image consumers who would like
to use a specific version of your application can be sure that it does not change
over time.

e Always overwrite the existing latest tag.

The following set of commands shows an example of building and tagging a new version of
the applicationimage Docker image:

# New build a new version of image and push latest tag
docker build -t applicationimage:latest
docker push applicationimage:latest

# New major tag
docker tag applicationimage:latest applicationimage:2
docker push applicationimage:2

# New minor tag
docker tag applicationimage:latest registry:2.1
docker push applicationimage:2.1

# New patch tag
docker tag applicationimage:latest applicationimage:2.1.5
docker push applicationimage:2.1.5

You may also introduce additional tags that add correlation to your build system IDs or git
commit SHA-1 hash, which was used for the image build.
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Ensuring the integrity of the image supply
chain

Providing content trust of the image supply chain is one of the most important, but often
neglected, topics in managing Docker images. In any distributed system that communicates
and transfers data over an untrusted medium (such as the internet), it is crucial to provide a
means of content trust — a way of verifying both the source (publisher) and the integrity of
data entering the system. For Docker, this is especially true for pushing and pulling images
(data), which is performed by Docker Engine.

The Docker ecosystem describes the concept of Docker Content Trust (DCT), which
provides a means of verifying the digital signatures of data being transferred between the
Docker Engine and the Docker Registry. This verification allows the publishers to sign their
images and the consumer (Docker Engine) to verify the signatures to ensure the integrity
and source of the images.

In the Docker CLI, it is possible to sign an image using the docker trust command,
which is built on top of Docker Notary. This is a tool that's used for publishing and
managing trusted collections of content. Signing images requires a Docker Registry with an
associated Notary server, for example, Docker Hub.

To learn more about content trust for a private Azure Container Registry,
Yy
FﬂeasereﬂﬂTh)https://docs.microsoft.com/enfus/azure/containerf

registry/container-registry-content-trust.

Signing an image
As an example, we will sign one of the Docker images we have built and pushed to Docker
Hub in this chapter, that is, packtpubkubernetesonwindows/iis-demo-index. To

follow along, you will need to perform the operations on your own image
repository, <dockerId>/iis-demo-index. Signing can be performed with the following

steps:

1. Generate a delegation key pair. Locally, this can be done using the following
command:

docker trust key generate <pairName>
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2. You will be asked for a passphrase for the private key. Choose a safe password
and continue. The private delegation key will be stored
in ~/.docker/trust/private by default (also on Windows) and the public
delegation key will be saved in the current working directory.

3. Add the delegation public key to the Notary server (for Docker Hub, it is
notary.docker.io). Loading the key is performed for a particular image
repository, which in Notary is identified by a Globally Unique Name (GUN).
For Docker Hub, they have the form
of docker.io/<dockerId>/<repository>. Execute the following command:

docker trust signer add ——-key <pairName>.pub <signerName>
docker.io/<dockerId>/<repository>

# For example

docker trust signer add —-key packtpubkubernetesonwindows-key.pub
packtpubkubernetesonwindows
docker.io/packtpubkubernetesonwindows/iis—demo-index

4. If you are performing the delegation for your repository for the first time, you
will be automatically asked for initiation using the local Notary canonical root
key.

5. Tag the image so that it has a specific tag that can be signed, like so:

docker tag packtpubkubernetesonwindows/iis—demo:latest
packtpubkubernetesonwindows/iis-demo:1.0.1

6. Use the private delegation key to sign the new tag and push it to Docker Hub,
like so:

docker trust sign packtpubkubernetesonwindows/iis-demo:1.0.1

7. Alternatively, this can be performed by docker push, providing that you have
set the DOCKER_CONTENT_TRUST environment variable in PowerShell before
pushing:

$env:DOCKER_CONTENT_TRUST=1

docker tag packtpubkubernetesonwindows/iis-demo:latest
packtpubkubernetesonwindows/iis-demo:1.0.2

docker push packtpubkubernetesonwindows/iis-demo:1.0.2
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8. Now, you can inspect the remote trust data for the repository:

docker trust inspect —-—-pretty
docker.io/packtpubkubernetesonwindows/iis-demo:1.0.1

Next, let's try running a container with DCT enabled on the client side.

Enabling DCT for the client

In order to enforce DCT when using the Docker CLI for push, build, create, pull,
and run, you have to set the DOCKER_CONTENT_TRUST environment variable to 1. By
default, DCT is disabled for Docker client. Follow these steps:

1. Set the DOCKER_CONTENT_TRUST environment variable in the current PowerShell
session:

$env:DOCKER_CONTENT_TRUST=1

2. Run a new container using the signed image that we just created:

docker run -d —--rm docker.io/packtpubkubernetesonwindows/iis-
demo:1.0.1

3. You will notice that the container starts without any problem. Now, try creating a
new container using the 1atest tag, which was not signed:

PS C:\src> docker run -d --rm
docker.io/packtpubkubernetesonwindows/iis—-demo:latest

C:\Program Files\Docker\Docker\Resources\bin\docker.exe: No valid
trust data for latest.

See 'C:\Program Files\Docker\Docker\Resources\bin\docker.exe run --
help'.

This short scenario shows how DCT can be used to ensure the integrity and source of the
image that's used for container creation.
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Summary

In this chapter, you learned how the Docker ecosystem provides an infrastructure for
storing and sharing container images using Docker Registry. The concepts of the image
registry and automated cloud builds have been demonstrated using a public Docker Hub
and a private Azure Container Registry, which you set up from scratch using the Azure
CLI You also learned about the best practices for tagging and versioning images using the
semantic versioning scheme. Finally, you were introduced to ensuring image integrity
using Docker Content Trust (DCT).

In the next chapter, we are going to perform our first deep dive into the Kubernetes
ecosystem in order to understand some key concepts and how they currently fit Windows
containers support.

Questions

What is Docker Registry and how does it relate to Docker Hub?

What is an image tag?

What is the standard image repository naming scheme for Docker Hub?
What is Azure Container Registry and how does it differ from Docker Hub?
What is the 1atest tag and when is it recommended to use it?

How can we version (tag) images using semantic versioning?

NS U LN

Why would you use Docker Content Trust?

You can find the answers to these questions in the Assessments section of this book.

Further reading

e For more information concerning managing Docker container images and image
registries, please refer to the following Packt books:

o Docker on Windows: From 101 to production with Docker on Windows
(https://www.packtpub.com/virtualization-and-cloud/docker-
windows-second-edition)

e Learn Docker — Fundamentals of Docker 18.x (https://www.packtpub.
com/networking—and-servers/learn-docker—fundamentals-—
docker-18x)
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e If you would like to know more about Azure Container Registry and how it fits
into the Azure ecosystem, take a look at the following Packt book:
o Azure for Architects — Second Edition (https://www.packtpub.com/
virtualization-and-cloud/azure-architects-second-edition)
* You can also refer to the official Docker documentation, which gives a good

overview of Docker Hub (https://docs.docker.com/docker—hub/) and the open
source Docker Registry (https ://docs.docker.com/ registry/).
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Section 2: Understanding
Kubernetes Fundamentals

Understanding Kubernetes fundamentals is crucial to developing and deploying container
applications. Here, you will understand how Kubernetes relates to container management
and what the key components of this platform are.

This section contains the following chapters:

e Chapter 4, Kubernetes Concepts and Windows Support
e chapter 5, Kubernetes Networking
e Chapter 6, Interacting with Kubernetes Clusters



Kubernetes Concepts and
Windows Support

In the previous chapters, we focused on containerization and Docker support on the
Windows platform. These concepts were mainly limited to single-machine scenarios, where
the application requires only one container host. For production-grade distributed
container systems, you have to consider different aspects, such as scalability, high
availability, and load balancing, and this always requires orchestrating containers running
on multiple hosts.

Container orchestration is a way of managing the container life cycle in large, dynamic
environments — it ranges from provisioning and deploying containers to managing
networks, providing redundancy and high-availability of containers, automatically scaling
up and down container instances, automated health checks, and telemetry gathering.
Solving the problem of container orchestration is non-trivial — this is why Kubernetes (k8s
for short, where 8 denotes the number of omitted characters) was born.

The story of Kubernetes dates back to the early 2000s and the Borg system, which was
developed internally by Google for managing and scheduling jobs at a large scale.
Subsequently, in the early 2010s, the Omega cluster management system was developed at
Google as a clean-slate rewrite of Borg. While Omega was still used internally by Google
only, in 2014, Kubernetes was announced as an open source container orchestration
solution that takes its roots from both Borg and Omega. In July 2015, when the 1.0 version
of Kubernetes was released, Google partnered with the Linux Foundation to form

the Cloud Native Computing Foundation (CNCF). This foundation aims at empowering
organizations so that they can build and run scalable applications in modern, dynamic
environments such as public, private, and hybrid clouds. Four years later, in April 2019,
Kubernetes 1.14 was released, which delivered production-level support for Windows
nodes and Windows containers. This chapter is all about the current state of Kubernetes
with regard to Windows!
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Cloud-native application is a commonly used term in container
orchestration for applications that leverage containerization, cloud
computing frameworks, and the loose coupling of components
(microservices). But it doesn't necessarily mean that cloud-native
applications must run in a cloud - they adhere to a set of principles that
make them easy to be hosted on-premises or in the public/private cloud. If
you are interested in learning more about CNCF, please refer to the
official web page: https://www.cncf.io/.

In this chapter, we will cover the following topics:

Kubernetes high-level architecture

Kubernetes objects

Windows and Kubernetes ecosystem
Kubernetes limitations on Windows

Creating your own development cluster from scratch

Production cluster deployment strategies

Managed Kubernetes providers

Technical requirements

For this chapter, you will need the following:

e Windows 10 Pro, Enterprise, or Education (version 1903 or later, 64-bit) installed

¢ Docker Desktop for Windows 2.0.0.3 or later installed

¢ The Chocolatey package manager for Windows installed (https://chocolatey.
org/)

o Azure CLl installed

How to install Docker Desktop for Windows and its system requirements was covered
in Chapter 1, Creating Containers.

Using the Chocolatey package manager is not mandatory, but it makes installation and
application version management much easier. The installation process is documented
here: https://chocolatey.org/install.

[108 ]


https://www.cncf.io/
https://www.cncf.io/
https://www.cncf.io/
https://www.cncf.io/
https://www.cncf.io/
https://www.cncf.io/
https://www.cncf.io/
https://www.cncf.io/
https://www.cncf.io/
https://www.cncf.io/
https://chocolatey.org/
https://chocolatey.org/
https://chocolatey.org/
https://chocolatey.org/
https://chocolatey.org/
https://chocolatey.org/
https://chocolatey.org/
https://chocolatey.org/install
https://chocolatey.org/install
https://chocolatey.org/install
https://chocolatey.org/install
https://chocolatey.org/install
https://chocolatey.org/install
https://chocolatey.org/install
https://chocolatey.org/install
https://chocolatey.org/install

Kubernetes Concepts and Windows Support Chapter 4

For Azure CLI, you can find detailed installation instructions in chapter 2, Managing State
in Containers.

To learn about managed Kubernetes providers, you will need your own Azure account in
order to create an AKS instance with Windows nodes. If you haven't already created an
account for the previous chapters in this book, you can read more about how to obtain a
limited free account for personal use here: https://azure.microsoft.com/en-us/free/.

You can download the latest code samples for this chapter from this book's official GitHub
repository: https://github.com/PacktPublishing/Hands-On-Kubernetes-on-Windows/
tree/master/Chapter04.

Kubernetes high-level architecture

In this and the next section, we will focus on the Kubernetes high-level architecture and its
core components. If you are already familiar with Kubernetes in general but you would like
to know more regarding Kubernetes support for Windows, you can skip to the Windows and
Kubernetes ecosystem section.

What is Kubernetes?

In general, Kubernetes can be seen as the following;:

¢ A container (microservices) orchestration system
¢ A cluster management system for running distributed applications

As a container orchestrator, Kubernetes solves common challenges that arise when
deploying containerized, cloud-native applications at scale. This includes the following:

¢ Provisioning and deploying containers on multiple container hosts (nodes)
e Service discovery and load balancing network traffic
¢ Automatically scaling container instances up and down

Automated rollouts and rollbacks of new container image versions

Automatic, optimal bin-packing of containers with regard to resources such as
CPU or memory

Application monitoring, telemetry gathering, and health checks

Orchestrating and abstracting storage (local, on-premises, or the cloud)
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At the same time, Kubernetes can also be described as a cluster management system — the
master (or multiple masters, in highly available deployments) is responsible for effectively
coordinating multiple worker nodes that handle the actual container workloads. These
workloads are not limited to Docker containers only — Kubernetes uses the Container
Runtime Interface (CRI) on worker nodes to abstract container runtimes. Eventually,
cluster clients (for example, DevOps engineers) can manage the cluster using the RESTful
API that's been exposed by the master. Cluster management is performed using a
declarative model, which makes Kubernetes very powerful — you describe the desired state
and Kubernetes does all the heavy lifting in order to transform the current state of the
cluster into the desired state.

Imperative cluster management by using ad hoc commands is also
possible but it is generally discouraged for production environments. The
operations are performed directly on a live cluster and there is no history
of previous configurations. In this book, we will use the declarative object
configuration technique whenever possible. For a more detailed
discussion regarding Kubernetes cluster management techniques, please
refer to the official documentation: https://kubernetes.io/docs/

concepts/overview/working-with-objects/object-management/.

The high-level architecture for Kubernetes can be seen in the following diagram. We'll go
through each component in the next few paragraphs:

1 ]
] ]
kube-controller- cloud-controller-
manager manager

kube-apiserver [«

kubectl

(Kubernetes CLI)| + A =I kubelet ‘ | kubelet ‘ | kubelet ‘
- il_‘ }I kube-proxy ‘ | kube-proxy ‘ | kube-proxy ‘
u 7} kube-scheduler H ‘ CRI ‘ ‘ CRI ‘ | CRl |
1 Linux Linux Windows
Client Kubernetes Master b Kubernetes Nodes
(Linux-only) b (Linux/Windows)

Let's begin by focusing on the role of Kubernetes master, also known as the control plane.
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Kubernetes master — control plane

In the Kubernetes cluster, the master (control plane) consists of a set of components that are
responsible for global decisions regarding the cluster, such as scheduling and deploying
application instances to worker nodes, as well as managing cluster events. Additionally, the
master exposes an API for communication for both worker nodes and managing clients.

Master components are not restricted to running on a dedicated host; it is also possible to
have them running on worker nodes. The master node can act as a worker node, just like
any node in a Kubernetes cluster. However, in general, these are not recommended due to
reliability reasons — what's more, for production environments, you should consider
running a highly available Kubernetes setup, which requires multiple master nodes
running components redundantly.

One of the most significant limitations of running Kubernetes master services is that they
have to be hosted on a Linux machine. It is not possible to have a Windows machine with
master components, which means that even if you are planning to run Windows containers
only, you still need Linux machine(s) as a master. Currently, there are no plans for the
implementation of Windows-only Kubernetes clusters, although this may change as the
development of the Windows Subsystem for Linux 2 progresses.

We will briefly go through the components that compose the master. Let's begin by taking a
look at the Kubernetes API Server (or kube-apiserver, which is the binary name of this

component).

kube-apiserver

The Kubernetes API Server (kube-apiserver) is the central component in the Kubernetes
control plane and acts as a gateway for all interactions between clients and cluster
components. Its main responsibilities are as follows:

¢ Exposing cluster APIs that have been implemented as a set of RESTful endpoints
over HTTPS. The APl is used by clients managing the cluster as well as by
internal Kubernetes components. All the resources in the Kubernetes cluster are
abstracted as Kubernetes API objects.

e Persisting cluster state in the et cd cluster — each action performed by a client or
state update reported by a cluster component has to go through the API Server
and be persisted in the cluster store.

¢ Authentication and authorization of users and service accounts.
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e Validation of requests.

e Providing the watch API to inform subscribers (for example, other cluster
components) about changes in the cluster state using incremental notification
feeds. The watch API is the key concept that makes Kubernetes highly extensible
and distributed in nature.

In highly available Kubernetes deployments, kube-apiserver is hosted on multiple
master nodes, behind a dedicated load balancer.

etcd cluster

To persist the cluster state, Kubernetes uses et cd — a distributed, reliable key-value store
that utilizes the Raft distributed consensus algorithm in order to provide sequential
consistency. The et cd cluster is the most important part of the control plane - this is the
source of truth for the whole cluster, both for the current state and the desired state of the
cluster.

Generally, single-node etcd clusters are only recommended for testing purposes. For
production scenarios, you should always consider running at least a five-member cluster
(with an odd number of members) in order to provide sufficient fault tolerance.

When choosing an et cd cluster deployment topology, you can consider
either a stacked etcd topology or an external etcd topology. A stacked etcd
topology consists of one etcd member per Kubernetes master instance,
whereas an external etcd topology utilizes an etcd cluster deployed
separately from Kubernetes and is available via a load balancer. You can

find out more about these topologies in the official documentation:
https://kubernetes.io/docs/setup/production—-environment/tools/

kubeadm/ha-topology/.

The watch protocol that's exposed by et cd is also a core functionality for the watch APIin
Kubernetes, which is provided by kube-apiserver for other components.

kube-scheduler

The main responsibility of the Kubernetes Scheduler (kube-scheduler) component is
scheduling container workloads (Kubernetes Pods) and assigning them to healthy worker
nodes that fulfill the criteria required for running a particular workload.
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A Pod is a group of one or more containers with a shared network and
storage and is the smallest Deployment unit in the Kubernetes system. We
will cover this Kubernetes object in the next section.

Scheduling is performed in two phases:

e Filtering
e Scoring

In the filtering phase, kube-scheduler determines the set of nodes that are capable of
running a given Pod. This includes checking the actual state of nodes and verifying any
resource requirements specified by the Pod definition. At this point, if there are no nodes
that can run a given Pod, the Pod cannot be scheduled and remains pending. Next, in the
scoring step, the scheduler assigns scores for each node based on a set of policies. Then, the
Pod is assigned by the scheduler to the node with the highest score.

You can read more about available policies in the official documentation: https://
kubernetes.io/docs/concepts/scheduling/kube-scheduler/#kube-scheduler—-

implementation.

Kubernetes design offers a great deal of extensibility and possibility to
replace components. Kube-scheduler is one of the components that's used
to demonstrate this principle. Even if its internal business logic is complex
(all efficient scheduling heuristics are rather complex...), the scheduler
only needs to watch for unassigned Pods, determine the best node for
them, and inform the API Server about the assignment. You can check out
an example implementation of a custom scheduler here: https://

banzaicloud.com/blog/k8s—custom-scheduler/.

Now, let's take a look at kube-controller-manager.

kube-controller-manager

The Kubernetes Controller Manager (kube-controller-manager) is a component that is
responsible for running core reconciliation and control loops in the cluster. The Controller
Manager consists of a set of separate, specialized controllers that act independently. The
main aim of controllers is to observe the current and the desired cluster state that's exposed
by API Server and command changes that attempt to transform the current state to the
desired one.
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The most important controllers that are shipped in kube-controller-manager binary are
as follows:

¢ Node Controller (formally named nodelifecycle): This observes the status of the
node and reacts when it is unavailable.

¢ ReplicaSet Controller (replicaset): This is responsible for ensuring that the
correct number of Pods for each ReplicaSet API object is running.

¢ Deployment Controller (deployment): This is responsible for managing
associated ReplicaSet API objects and performing rollouts and rollbacks.

¢ Endpoints Controller (endpoint): This manages Endpoint API objects.

e Service Account Controller (serviceaccount) and Token Controller
(serviceaccount-token): This is responsible for creating default accounts and
access tokens for new namespaces.

You can think of kube-controller-manager as a Kubernetes brain that ensures that the
current state of the cluster moves toward the desired cluster state.

cloud-controller-manager

Originally a part of kube-controller-manager, the Kubernetes Cloud Controller
Manager (cloud-controller-manager) provides cloud-specific control loops. The reason for
the separation of Cloud Controller Manager is to allow for the easier evolution of cloud-
specific connectors (providers) code, which in most cases, is released at different cadences
than the core Kubernetes code.

As of Kubernetes 1.17, cloud-controller-manager is still in its beta stage.
You can check the current status of the feature in the official
documentation: https://kubernetes.io/docs/tasks/administer—

cluster/running-cloud-controller.

When enabling cloud-controller-manager, the cloud-specific control loops in kube-
controller-manager must be disabled. Then, the following controllers will depend on the
cloud provider's implementation:

¢ Node Controller: The provider is used for determining a node's status and
detecting if the node was deleted.

¢ Route Controller: Requires the provider for setting up network routing.
¢ Service Controller: Manages load balancers via the provider.
¢ Volume Controller: Manages storage volumes using the provider.
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The list of external cloud providers offered as a part of Kubernetes constantly evolves and
can be checked in the official documentation (https://kubernetes.io/docs/concepts/
cluster-administration/cloud-providers/) and on Kubernetes' organization GitHub
page (https ://github.com/kubernetes ?q=cloud—provider—type=language=).

Kubernetes nodes - data plane

In the Kubernetes cluster, the data plane consists of nodes (formerly known as minions) that
are responsible for running container workloads scheduled by the master. Nodes can be
physical bare-metal machines or virtual machines, which gives flexibility when designing a
cluster.

The following diagram summarizes the architecture and components that compose
Kubernetes nodes:

Kubernetes Nodes
(Linux/Windows)

1> kubelet kubelet kubelet i
E » kube-proxy kube-proxy kube-proxy '
Kubernetes Master ‘
' CRI CRI CRI '
Linux Linux Windows

In terms of Windows support, all node components can run both on Windows and Linux
machines. This means that Windows Kubernetes nodes are visible to the master in the same
way as Linux nodes and from this perspective, they only differ by the type of containers
that they can support.
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The main components of Kubernetes nodes are as follows:

¢ kubelet: The main Kubernetes agent, which ensures that container workloads
(Pods) are executed on the node.

¢ Container runtime: The software that's responsible for managing containers. It's
abstracted by the Container Runtime Interface (CRI).

¢ kube-proxy: The network proxy that's responsible for managing the local node
network.

Let's take a look at kubelet first.

kubelet

Running on every node in the cluster, kubelet is a service that's responsible for ensuring
that container workloads (Pods) that have been assigned by the control plane are executed.
Additionally, it is also responsible for the following:

¢ Reporting node and Pods statuses to the API Server

e Reporting resource utilization

¢ Performing the node registration process (when joining a new node to the
cluster)

¢ Executing liveness and readiness Probes (health checks) and reporting their
status to the API Server

To perform actual container-related operations, kubelet uses a container runtime.

Container runtime

Kubelet is not directly coupled with Docker — in fact, as we mentioned in the introduction
to this section, Docker is not the only container runtime that Kubernetes supports. To
perform container-related tasks, for example, pulling an image or creating a new container,
kubelet utilizes the Container Runtime Interface (CRI), which is a plugin interface that
abstracts all common container operations for different runtimes.

The actual definition of the Container Runtime Interface is a protobuf API
specification, which can be found in the official repository: https://
github.com/kubernetes/cri-api/. Any container runtime that
implements this specification can be used to execute container workloads
in Kubernetes.
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Currently, there are numerous container runtimes that can be used with Kubernetes on
Linux. The most popular are as follows:

¢ Docker: The traditional Docker runtime, abstracted by dockershim, which is the
CRI implementation for kubelet.

¢ CRI-containerd: In short, containerd is a component of Docker that is
responsible for the management of containers. Currently, CRI-containerd is the
recommended runtime for Kubernetes on Linux. For more information, please
visit https://containerd.io/.

¢ CRI-O: The container runtime implementation dedicated to CRI that follows
the Open Containers Initiative (OCI) specification. For more information, please
visit https://cri-o.io/.

¢ gVisor: The OCI-compatible sandbox runtime for containers that's integrated
with Docker and containerd. For more information, please visit https://gvisor.
dev/.

The difference between dockershim and CRI-containerd can be seen in the following
diagram:

——
]
kubelet €CRlinterface—»| dockershim 1, dockerd <€—>»  containerd .
(CRI plugin) TP container
dockershim
! CRI ’ « 7
kubelet €—CR interface—»| - containerd <€ i
plugin > container
CRI-containerd

The CRI-containerd runtime offers a much simpler architecture with less communication
between daemons and processes, thereby eliminating the traditional Docker Engine. This
solution aims at providing a stripped down Docker runtime that exposes the crucial
components for Kubernetes.
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If you are interested in getting a more historical context regarding Docker
and containerd separation, you can read the following article: http://

alexander.holbreich.org/docker-components-explained/.

For Windows, the list is much shorter, and currently includes Docker (Enterprise Edition
18.09+, also abstracted by dockershim) and incoming support for CRI-containerd. This is
expected to be available when a stable version of containerd, 1.3, is released and runhcs shim
is fully supported. This will also come with new support for Hyper-V isolation for
containers, which is currently (as of Kubernetes 1.17) implemented without CRI-containerd
as a limited experimental feature.

kube-proxy

In the Kubernetes cluster, networking rules and routes on nodes are managed by kube-
proxy, which runs on every node. These rules allow communication between Pods and
external clients to Pods and are a vital part of the Service API Object. On the Linux
platform, kube-proxy configures rules using iptables (most commonly), whereas on the
Windows platform, the Host Networking Service (HNS) is used.

We will cover Kubernetes networking in more detail in the next chapter.

DNS

An internal DNS server is optional and can be installed as an add-on, but it is highly
recommended in standard deployments as it simplifies service discovery and networking.
Currently, the default DNS server used by Kubernetes is CoreDNS (https://coredns.io/).

Kubernetes automatically adds an internal static IP address of the DNS server to the
domain name resolution configuration for each container. This means that processes
running in Pods can communicate with Services and Pods running in the cluster just by
knowing their domain name, which will be resolved to the actual internal IP address. The
concept of Kubernetes Service objects will be covered in the next section.

Now, let's take a look at the most commonly used Kubernetes objects.
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Kubernetes objects

Setting up a Kubernetes cluster with Windows nodes is complex and will
be covered later in this book, and the principles will be demonstrated on
Linux examples. From a Kubernetes API Server perspective, Windows
and Linux nodes operate in almost the same way.

In the Kubernetes cluster, the cluster state is managed by the kube-apiserver component
and is persisted in the et cd cluster. The state is abstracted and modeled as a set of
Kubernetes objects — these entities describe what containerized applications should be run,
how they should be scheduled, and are the policies concerning restarting or scaling them. If
there is anything you would like to achieve in your Kubernetes cluster, then you have to
create or update Kubernetes objects. This type of model is called a declarative model — you
declare your intent and Kubernetes is responsible for changing the current state of the
cluster to the desired (intended) one. The declarative model and the idea of maintaining the
desired state is what makes Kubernetes so powerful and easy to use.

In this book, we will follow the convention from the official
documentation, where objects are capitalized; for example, Pod or Service.

The anatomy of each Kubernetes Object is exactly the same; it has two fields:

e Spec: This defines the desired state of the Object. This is where you define your
requirements when creating or updating an Object.

e Status: This is provided by Kubernetes and describes the current state of the
Object.

Working with Kubernetes objects always requires using the Kubernetes API. Most
commonly, you will manage Kubernetes objects using the command-line interface (CLI)
for Kubernetes, which comes as a kubect1 binary. It is also possible to interact with the
Kubernetes API directly using client libraries.
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The installation of kubect1 and examples of its usage will be covered in
Chapter 6, Interacting with Kubernetes Clusters.

Now, let's take a quick look at how an example Kubernetes Object is structured. When
interacting directly with the Kubernetes API, objects must be specified in JSON format.
However, kubect1 allows us to use YAML manifest files, which are translated into JSON
when you perform operations. Using YAML manifest files is generally recommended and
you can expect most of the examples that you find in the documentation to follow this
convention. As an example, we will use a definition of a Pod that consists of a single nginx
web server Linux container, stored in a file called nginx.yaml:

apivVersion: vl
kind: Pod
metadata:
name: nginx-pod-example
labels:
app: nginx-host
spec:
containers:
— name: nginx
image: nginx:1.17
ports:
- containerPort: 80

The required parts in the manifest file are as follows:

e apiVersion: The version of the Kubernetes API being used for this Object.

e kind: The type of Kubernetes Object. In this case, this is Pod.

e metadata: Additional metadata for the Object.

¢ spec: The Object Spec. In the example specification, the nginx container uses
the nginx:1.17 Docker image and exposes port 80. The Spec is different for
every Kubernetes Object and has to follow the API documentation. For example,
for Pod, you can find the API reference here: https://kubernetes.io/docs/

reference/generated/kubernetes—api/vl.17/#podspec-vl-core
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Creating the Pod is now as simple as running the following kubectl apply command:

kubectl apply -f nginx.yaml

If you would like to try out this command without a local Kubernetes cluster, we
recommend using one for Kubernetes playground; for example, https://www.katacoda.

com/courses/kubernetes/playground

1. In the master window, run the following kubect1 command, which will apply a
manifest file hosted on GitHub:

kubectl apply -f
https://raw.githubusercontent.com/PacktPublishing/Hands-On-Kubernet
es-on-Windows/master/Chapter04/01_pod-example/nginx.yaml

2. After a few seconds, the Pod will be created and its STATUS should be Running:

master $ kubectl get pod -o wide

NAME READY STATUS RESTARTS AGE IP

NODE NOMINATED NODE READINESS GATES

nginx-pod-example 1/1 Running 0 15s 10.40.0.1
node01 <none> <none>

3. Use the curl command in the master window to get the Pod's IP (in this
case, 10.40.0.1) to verify that the container is indeed running. You should see
the raw contents of the default nginx web page:

curl http://10.40.0.1:80

kubect1 currently offers two declarative approaches for managing
Kubernetes objects: manifest files and kustomization files. Using the
kustomize approach is much more powerful as it organizes manifest files
and configuration generation in a predictable structure. You can learn
more about kustomize here: https://github.com/kubernetes-sigs/

kustomize/tree/master/docs

Now, let's take a closer look at the Pod API Object.
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Pods

Kubernetes uses Pods as its basic, atomic unit for Deployment and scaling, and represents
processes running in the cluster — an analogy from Microsoft Hyper-V would be a single
virtual machine that you deploy as an atomic unit in your Hyper-V cluster. A Kubernetes
Pod consists of one or more containers that share kernel namespaces, IPC, network stack
(you address them by the same cluster IP and they can communicate via localhost), and
storage. To understand Pods, it is good to know the origin of the name: in the English
language, a pod is a group of whales, and Docker uses a whale for its logo — think of a

whale as a Docker container!

In their simplest form, you can create single-container Pods — this is what we did in the
introduction to this section when demonstrating nginx Pod creation. For some scenarios,
you may need multiple-container Pods, where the main container is accompanied by
additional containers that serve multiple purposes. Let's take a look at a few of these:

¢ Sidecar containers, which can perform various helper operations, such as log
collection, data synchronization for the main container, and so on.

¢ Adapter containers, which can normalize output or monitor the data of the main
container so that it can be used by other services.

e Ambassador containers, which proxy the communication of the main container
with the outside world.

e Init containers, which are specialized containers that run before application
containers in the Pod. For example, they may set up the environment, which isn't
performed in the main container image.

Technically, even single-container Pods contain an extra infra container,

which is often a pause image. It acts as a parent container for all containers
in the pod and enables kernel namespaces sharing. If you are interested in
more details regarding infra containers, please refer to this article: https:/

/www.ianlewis.org/en/almighty-pause-container.
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The concept of a Pod can be seen in the following diagram:

Scaling

/

Pod N Pod I

infra pause container infra pause container

nginx container sidecar container nginx container sidecar container

o

S N

volume volume

localhost / \ localhost /
10.40.0.1 10.40.0.2

There are a couple of considerations that you should keep in mind when using Pods:

Pod's containers always run on one node and once a Pod is created, it is always
bound to one node.

You scale your application by adding more Pods, not by adding more containers
inside the same Pod.

A Pod is considered ready and able to serve requests when all its containers are
ready. The status of a container is determined by Probes, for example, liveness
and readiness Probes, which can be defined in the Spec.

Pods are ephemeral. They are created, they die, and new ones are recreated in
their place (if needed).

When a Pod is recreated, it receives a new cluster IP. This means that your
application design should never rely on static IP assignments and assume that
the Pod may even be recreated on a different node.
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You will rarely create bare Pods independently, as we did in the
introduction to the section. In most cases, they are managed through
Deployments.

Pods have a finite life cycle and if the containers inside crash or exit, they may not be
automatically recreated, depending on the restart policy. To maintain a desired number of
Pods with a certain Spec and metadata in the cluster, you need ReplicaSet objects.

ReplicaSets

Kubernetes builds many powerful concepts on top of Pods, which makes container
management easy and predictable. The simplest one is the Replicaset API Object (the
successor of ReplicationController), which aims at maintaining a fixed number of healthy
Pods (replicas) to fulfill certain conditions. In other words, if you say I want three nginx Pods
running in my cluster, ReplicaSet does that for you. If a Pod is destroyed, ReplicasSet will
automatically create a new Pod replica to restore the desired state.

Let's look at an example ReplicaSet manifest nginx-replicaset.yaml file that creates
three replicas of the nginx Pod:

apiVersion: apps/vl
kind: ReplicaSet
metadata:
name: nginx-replicaset-example
spec:
replicas: 3
selector:
matchLabels:
environment: test
template:
metadata:
labels:
environment: test
spec:
containers:
- name: nginx
image: nginx:1.17
ports:
- containerPort: 80
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There are three main components of the ReplicaSet Spec:

e replicas: Defines the number of Pod replicas that should run using the given
template and matching selector. Pods may be created or deleted in order to
maintain the required number.

e selector: A label selector, which defines how to identify Pods that the
ReplicaSet will acquire. Note that this may have a consequence of acquiring
existing bare Pods by ReplicaSet!

e template: Defines the template for Pod creation. Labels used in metadata must
positively match the selector.

You can apply the ReplicaSet manifest in a similar manner to how we applied a Pod in
the Katacoda playground:

kubectl apply -f
https://raw.githubusercontent.com/PacktPublishing/Hands-On-Kubernetes—-on-Wi
ndows/master/Chapter04/02_replicaset-example/nginx-replicaset.yaml

You can observe how three Pod replicas are created using the following command:

kubectl get pod -o wide -w

ReplicaSets mark the newly created or acquired Pods by assigning themselves to

the .metadata.ownerReferences property of the Pod (if you are curious, you can check
by using the kubectl get pod <podId> -o yaml command). This means that if you
create exactly the same ReplicaSet, with exactly the same selectors but with a different
name, for example, nginx-replicaset-example2, they will not steal Pods from each
other. However, if you have already created bare Pods with matching labels, such

as environment: test, the ReplicaSet will acquire them and may even delete the Pods if
the number of replicas is too high!

If you really need to create a single Pod in Kubernetes cluster, it is a much
better idea to use a ReplicaSet with the replicas field set to 1, which
will act as a container supervisor. In this manner, you will prevent the
creation of bare Pods without owners that are tied to the original node
only.
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This can be seen in the following diagram:

ReplicaSet

Pod (bare)
environment: test

.Spec.selector
environment: test

Pods matching

-mmm_—_——_———— 1 1 1 .
1 I 1 Pod ! — ReplicaSet
I .spec.template ——Creates —): environment: test 1 .spec.selector
P o
__________ 1
.spec.replicas Pod

&

1

) 1
environment: test 1
1

Usually, you don't create ReplicaSets on your own as they are not capable of performing
rolling updates or rolling back to earlier versions easily. To facilitate such scenarios,
Kubernetes provides objects built on top of ReplicaSets: Deployment and StatefulSet. Let's
take a look at Deployment first.

Deployments

At this point, you already know the purpose of Pods and ReplicaSets. Deployments are
Kubernetes objects that provide declarative updates for Pods and ReplicaSets. You can
declaratively perform operations such as the following by using them:

e Perform a rollout of a new ReplicaSet.

¢ Change the Pod template and perform a controlled rollout. The old ReplicaSet
will be gradually scaled down, whereas the new ReplicaSet will scale up at the
same rate.

e Perform a rollback to an earlier version of the Deployment.
e Scale the ReplicaSet up or down.
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The relationship of Deployment to ReplicaSets and Pods can be seen in the following
diagram:
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You should avoid managing ReplicaSets created by a Deployment on
your own. If you need to make any changes to the ReplicaSet, perform the
changes on the owning Deployment Object.

Note that the issue of the accidental acquisition of Pods by ReplicaSets managed by
Deployments does not exist. The reason for this is that Pods and ReplicaSets use a special,
automatically generated label called pod-template-hash that guarantees the uniqueness
of the selection.

Let's take a look at an example Deployment manifest in the nginx-deployment . yaml file:

apiVersion: apps/vl
kind: Deployment
metadata:
name: nginx-deployment-example
spec:
replicas: 3
selector:
matchLabels:
environment: test
template:
metadata:
labels:
environment: test
spec:
containers:
- name: nginx
image: nginx:1.17
ports:
- containerPort: 80
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As you can see, the basic structure is almost identical to ReplicaSet, but there are
significant differences in how Deployment behaves when you perform a declarative
update. Let's quickly demonstrate this in the playground:

1. Create manually the Deployment manifest file or download it using the wget

command:

wget

https://raw.githubusercontent.com/PacktPublishing/Hands—-On-Kubernet
es-on-Windows/master/Chapter04/03_deployment-example/nginx—

deployment .yaml

2. Apply the Deployment manifest file using the following command:

kubectl apply -f nginx-deployment.yaml —--record

The ——record flag adds a metadata annotation
of kubernetes.io/change-cause to API objects that were created or
modified by the preceding command. This feature allows you to easily
track changes in your cluster.

3. Wait for the Deployment to fully roll out (you can observe the number of ready
Pods in your deployment using kubectl get deployment -w).

4. Now, change the Pod Spec in the template in the YAML manifest; for example,
Change .spec.template.spec.containers[0].image to nginx:1.16 and
apply the Deployment manifest again.

5. Immediately after that, observe how the rollout progresses using the following

command:

master $ kubectl rollout status deployment nginx-—deployment-example

Waiting for deployment
finish: 1 out of 3 new
Waiting for deployment
finish: 2 out of 3 new
Waiting for deployment
finish: 1 old replicas

"nginx—-deployment-example"

replicas have been updated.

"nginx—-deployment-example"

replicas have been updated.

"nginx—-deployment-example"
are pending termination...

rollout to
rollout to

rollout to

deployment "nginx-deployment-example" successfully rolled out
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The Spec of Deployment is much richer than ReplicaSet. You can check

the official documentation for more details: https://kubernetes.io/
docs/concepts/workloads/controllers/deployment/#writing-a-

deployment-spec. The official documentation contains multiple use cases

of Deployments, all of which are described in detail: https://
kubernetes.io/docs/concepts/workloads/controllers/deployment/

#use-case.

As you can see, the declarative update to the Deployment template definition caused a
smooth rollout of new Pod replicas. The old ReplicaSet was scaled down and,
simultaneously, a new ReplicaSet, with a new Pod template, was created and gradually
scaled up. You can now try performing the same operation with an image update for an
existing bare ReplicaSet and you will see that... actually, nothing happens. This is because
ReplicaSet only uses a Pod template to create new Pods. Existing Pods will not be updated
or removed by such a change.

A rollout is only triggered when the . spec.template for Deployment is
changed. Other changes to the Deployment manifest will not trigger a
rollout.

Next, let's take a look at a concept similar to Deployments: StatefulSets.

StatefulSets

Deployments are usually used to deploy stateless components of your application. For
stateful components, Kubernetes provides another API Object named statefulset. The
principle of this operation is very similar to Deployment — it manages ReplicaSets and Pods
in a declarative way and provides smooth rollouts and rollbacks. However, there are some
key differences:

e StatefulSets ensure a deterministic (sticky) ID of Pods, which consists
of <statefulSetName>-<ordinal>. For Deployments, you would have a
random ID consisting of <deploymentName>-<randomHash>.

e For StatefulSets, the Pods are started and terminated in a specific, predictable
order while scaling the ReplicaSet.
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e In terms of storage, Kubernetes creates PersistentVolumeClaims based
on volumeClaimTemplates of the StatefulSet Object for each Pod in the
StatefulSet and always attaches this to the Pod with the same ID. For
Deployments, if you choose to use volumeClaimTemplates, Kubernetes will
create a single PersistentVolumeClaim and attach the same to all the Pods in the
Deployment.

* You need to create a headless Service Object that is responsible for managing the
deterministic network identity (DNS names) for Pods. The Headless Service
allows us to return all Pod IPs behind the Service as DNS A records instead of a
single DNS A record with a Service Cluster IP.

StatefulSets use a similar Spec to Deployments — you can find out more regarding
StatefulSets by looking at the official documentation: https://kubernetes.io/docs/

concepts/workloads/controllers/statefulset/.

DaemonSets

A DaemonSet is another controller-backed Object that is similar to a ReplicaSet but aims at
running exactly one templated Pod replica per node in the cluster (optionally matching
selectors). The most common use cases for running a DaemonSet are as follows:

¢ Managing monitoring telemetry for a given cluster node, for example, running
Prometheus Node Exporter

¢ Running a log collection daemon on each node, for example, f1uentd or
logstash
¢ Running troubleshooting Pods, for example, node-problem-detector (https://

github.com/kubernetes/node-problem-detector)

One of the DaemonSets that may run on your cluster out of the box is kube-proxy. Ina
standard cluster deployment performed by kubeadm, kube-proxy is distributed to nodes
as a DaemonSet. You can also verify this on your Katacoda playground:

master $ kubectl get daemonset —--all-namespaces

NAMESPACE NAME DESIRED CURRENT READY UP-TO-DATE
AVAILABLE NODE SELECTOR AGE

kube-system kube-proxy 2 2 2 2 2
<none> 12m

kube-system weave—net 2 2 2 2 2
<none> 12m
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If you would like to find out more about DaemonSets, please refer to the official
documentation: nttps://kubernetes.io/docs/concepts/workloads/controllers/
daemonset/.

Services

Pods that are created by ReplicaSets or Deployments have a finite life cycle. At some point,
you can expect them to be terminated and new Pod replicas with new IP addresses will be
created in their place. So, what if you have a Deployment running web server Pods that
need to communicate with Pods that have been created as a part of another Deployment,
for example, backend Pods? Web server Pods cannot assume anything about IP addresses
or the DNS names of backend Pods, as they may change over time. This issue is resolved
with Service API objects, which provide reliable networking for a set of Pods.

In general, Services target a set of Pods, and this is determined by label selectors. The most
common scenario is exposing a Service for an existing Deployment by using exactly the
same label selector. The Service is responsible for providing a reliable DNS name and IP
address, as well as for monitoring selector results and updating the associated Endpoint
Object with the current IP addresses of matching Pods.

For internal clients (Pods in the cluster), the communication to Pods behind a service is
transparent — they use the Cluster IP or DNS name of the Service and the traffic is routed to
one of the destination Pods. Routing capabilities are provided by kube-proxy, but it is
important to know that the traffic is not routed through any master components — kube-
proxy implements routing at the operating system kernel level and directly routes this to an
appropriate Pod's IP address. In its simplest form, the destination Pod will be chosen
randomly, but with IP Virtual Server (IPVS) proxy mode, you can have more complex
strategies, such as least connection or shortest expected delay.

Services can also expose Pods to external traffic.
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The principle of how Service works can be seen in the following diagram:

Deployment !
.spec.replicas =3
.spec.selector 1

1

Creates

Pod
(client)

Pod

! I
i Pod X Pod
: environment: test :

[ |

N/

_y ClusterlP | [request

kube-proxy —Manages
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Service
.spec.selector
environment: test

Let's expose an example service for our nginx Deployment:

1. If you don't have a running Deployment on the Katacoda playground, you can
create one using the following command:

kubectl apply -f
https://raw.githubusercontent.com/PacktPublishing/Hands-On-Kubernet
es-on-Windows/master/Chapter04/03_deployment—-example/nginx—
deployment .yaml —--record
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2. Expose the Service for a deployment using the following kubectl expose
command:

kubectl expose deployment nginx-deployment-example

3. This command is imperative and should be avoided in favor of the declarative
manifest. This command is equivalent to applying the following Service
manifest:

apiVersion: vl
kind: Service
metadata:
name: nginx-deployment-example
spec:
selector:
environment: test
type: ClusterIP
ports:
- port: 80
protocol: TCP
targetPort: 80

4. Now, after the Service has been exposed, create an interactive busybox Pod and
start the Bourne shell process:

kubectl run --generator=run-pod/vl -i —--tty busybox --image=busybox
——rm —--restart=Never —-- sh

5. When the container shell prompt appears, download the default web page
served by nginx Pods while using the nginx-deployment-example Service
name as the DNS name:

wget http://nginx-deployment-example && cat index.html

You can also use a Fully Qualified Domain Name (FQDN), which is in
the following

form: <serviceName>. <namespaceName>.svc.<clusterDomain>.In
this case, it is nginx-deployment —
example.default.svc.cluster.local.

Next, let's take a quick look at objects that provide storage in Kubernetes.
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Storage-related objects

In this book, we will cover Kubernetes storage only when needed as it is a broad and
complex topic — in fact, storage and managing the stateful components of any cluster is
often the hardest challenge to solve. If you are interested in details regarding storage in
Kubernetes, please refer to the official documentation: https://kubernetes.io/docs/

concepts/storage/.

In Docker, we use volumes to provide persistence either on local disk or remote/cloud
storage using volume plugins. Docker volumes have a life cycle that's independent of the
containers that consume them. In Kubernetes, there is a similar concept of a Volume, which
is tightly coupled with a Pod and has the same life cycle as the Pod. The most important
aspect of Volumes in Kubernetes is that they support multiple backing storage providers
(types) — this is abstracted by Volume Plugins and, more recently, the Container Storage
Interface (CSI), which is an interface for out-of-tree Volume Plugins that are developed
independently from Kubernetes core. You can, for example, mount an Amazon Web
Services EBS volume or Microsoft Azure Files SMB Share as a Volume for your Pod - the
full list of Volume types is available here: https://kubernetes.io/docs/concepts/

storage/volumes/#types—of-volumes.

One of the Volume types is PersistentVolumeClaim (PVC), which aims at decoupling Pods
from the actual storage. PersistentVolumeClaim is an API Object that models a request for
the storage of a specific type, class, or size — think of saying I would like 10 GB of read/write-
once SSD storage. To fulfill such a request, a PersistentVolume (PV) API Object is required,
which is a piece of storage that has been provisioned by the cluster's automation process.
PersistentVolume types are also implemented as plugins, in a similar manner to Volumes.

Now, the whole process of provisioning PersistentVolumes can be dynamic — it requires
creating a StorageClass (SC) API Object and using it when defining PVCs. When creating a
new StorageClass, you provide a provisioner (or plugin) with specific parameters, and each
PVC using the given SC will automatically create a PV using the selected provisioner.
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These dependencies can be seen in the following diagram:
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When you would like to deploy a Pod with a PersistentVolume mounted, the sequence of

events would be as follows:

1. Create a StorageClass with a desired provisioner.
2. Create a PersistentVolumeClaim that uses the SC.

3. PersistentVolume is dynamically provisioned.

4. When creating a Pod, mount the PVC as a Volume.

The idea of dynamically provisioned PersistentVolumes is complemented
by the concept of StatefulSets. StatefulSets define volumeClaimTemplates,
which can be used for the dynamic creation of the
PersistentVolumeClaims of a given StorageClass. By doing this, the whole
process of storage provisioning is fully dynamic — you just create a
StatefulSet and the underlying storage objects are managed by the
StatefulSet controller. You can find more details and examples

here: nttps://kubernetes.io/docs/concepts/workloads/controllers/

statefulset/#stable-storage.

Such storage architecture in Kubernetes ensures the portability of workloads, which means
that you can easily move your Deployments and PersistentVolumeClaims to a different
cluster. All you need to do is provide a StorageClass that fulfills the requirements of PVC.
No modifications need to be made to the StatefulSet or PVC.
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The Windows and Kubernetes ecosystem

Initially, Kubernetes was a Linux-centric solution — this was a result of the fact that
mainstream containerization also originates from the Linux platform. In 2014, Microsoft
and Windows were soon to join the containerization world — Microsoft announced support
for Docker Engine in the upcoming release of Windows Server 2016. Kubernetes Special
Interest Group (SIG) Windows was started in March 2016 and in January 2018, Kubernetes
1.9 provided beta support for Windows Server Containers. This support eventually
matured to production level in April 2019 when Kubernetes 1.14 was released.

Why is Windows support for Kubernetes so important? Windows dominates in enterprise
workloads and with Kubernetes being the de facto standard in container orchestration,
support for Windows brings the possibility of migrating the vast majority of enterprise
software to containers. Developers and system operators can now leverage the same tools
and pipelines to deploy both Windows and Linux workloads, scale them in a similar way,
and monitor them efficiently. From a business perspective, container adoption for
Windows means better operational costs and better hardware utilization than plain VMs.

Windows containers support in Kubernetes is constantly evolving and more and more
limitations are being replaced by new features. There are two key points that you need to
remember in general:

¢ Currently, Windows machines can only join the cluster as nodes. There is no
possibility and no plans for running master components on Windows. Clusters
that run both Linux and Windows nodes are known as being hybrid or
heterogeneous.

¢ You will need the latest stable version of Kubernetes and the latest (or almost
latest) version of the Windows Server operating system to enjoy the full support
that's on offer. For example, for Kubernetes 1.17, you need Windows Server 1809
(Semi-Annual Channel release) or Windows Server 2019 (the same release but
coming from the Long-Term Servicing Channel), although the latest Windows
Server, 1903, is also supported.

Currently, the amount of documentation regarding Windows support for Kubernetes is
limited but growing. The best resources out there are as follows:

e Official Kubernetes documentation: https://kubernetes.io/docs/setup/
production-environment/windows/intro-windows-in-kubernetes/.

e Official Windows containerization and Kubernetes support
documentation: nttps://docs.microsoft.com/en-us/virtualization/

windowscontainers/kubernetes/getting-started-kubernetes-windows.
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e Azure Kubernetes Engine How-Tos for Windows: https://docs.microsoft.

com/en-us/azure/aks/windows—container—-cli.

¢ SIG-Windows meeting notes and recordings: https://github.com/kubernetes/

community/tree/master/sig-windows.

¢ Kubernetes release notes and changelogs (look for SIG-Windows or Windows-
related points): https://github.com/kubernetes/kubernetes/releases.

¢ Kubernetes Community Forums for Windows discussion: https://discuss.

kubernetes.io/c/general-discussions/windows.

e Slack channel for SIG-Windows (you can really find a lot of help here if you run
into problems!): https://kubernetes.slack.com/messages/sig-windows.

Let's take a look at the current state of Windows support for Kubernetes and the limitations
as of version 1.17.

Kubernetes limitations on Windows

Windows Server containers support comes with a set of limitations that constantly change
as each new version of Kubernetes is released and new releases of Windows Server arrive.
Generally, from a Kubernetes API Server and kubelet perspective, in heterogeneous
(hybrid) Linux/Windows Kubernetes clusters, the containers on Windows behave almost
the same as Linux containers. However, there are some key differences in the details. First,
let's take a look at some high-level, major limitations:

¢ Windows machines can only join the cluster as worker nodes. There is no
possibility and no plans for running master components on Windows.

e Windows Server 1809 or 2019 is the minimal requirement for the OS on worker
nodes. You cannot use Windows 10 machines as nodes.

¢ Docker Enterprise Edition (Basic) 18.09 or later is required as the container
runtime. Enterprise Edition is available at no extra cost for the Windows Server
operating system.

¢ The Windows Server operating system is subject to licensing (https://www.
microsoft.com/en-us/cloud-platform/windows-server—-pricing). Windows
Container images are subject to the Microsoft Software Supplemental License
(https://docs.microsoft.com/en-us/virtualization/windowscontainers/
images—eula). For development and evaluation purposes, you can also use the
Evaluations Center: https://www.microsoft.com/en-us/evalcenter/evaluate—

windows—-server-20109.
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e Hyper-V isolation for Windows Server containers running on Kubernetes is in its
experimental phase (alpha) and the current design will be deprecated in favor of
the containerd implementation of the runtime. Until that time comes, the
compatibility rules for process-isolated containers apply — you have to run
containers with a base OS image that matches the host OS version. You can find
more details in Chapter 1, Creating Containers.

¢ Linux Containers on Windows (LCOW) is not supported.

e Probably the most relevant to you is as follows: setting up a local Kubernetes
development environment for hybrid Linux/Windows clusters is complex and
currently, no standard solutions, such as Minikube or Docker Desktop for
Windows, support such a configuration. This means you either need an on-
premises, multi-node cluster or managed cloud offering to develop and evaluate
your scenarios.

¢ The Windows nodes join process is not automated as much as it is for Linux
nodes. Kubeadm will soon support the process of joining Windows nodes, but
until then, you have to do this manually (with some help from Powershell
scripting).

For container workload/compute, some of the limitations are as follows:

e Privileged containers are not supported on Windows nodes. This may pose some
other limitations, such as running CSI plugins that must run in privileged mode.

¢ Windows does not have an out of memory process killer and currently, the Pods
cannot be limited in terms of memory that's used. This is true for process-isolated
containers but once containerd Hyper-V isolation is available on Kubernetes, a
limit can be enforced.

* You need to specify proper node selectors to prevent, for example, Linux
DaemonSets from trying to run on Windows nodes. This is technically not a
limitation, but you should be aware that you need to control these selectors for
your deployments.

For networking, some of the limitations are as follows:

¢ Network management for Windows nodes is more complex and Windows
container networking is similar to VM networking.

e Fewer network plugins (CNI) are supported on Windows. You need to choose a
solution that works for both Linux and Windows nodes in your cluster, for
example, Flannel with a host-gw backend.
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e [2bridge, 12tunnel, or overlay networks do not support IPv6 stack.

¢ Kube-proxy for Windows does not support IPVS and advanced load balancing
policies.

e Accessing the NodePort Service from the node running the Pod fails.

e Ingress Controllers can run on Windows, but only if they support Windows
containers; for example, ingress-nginx.

¢ Pinging external network hosts from inside the cluster with ICMP packets is not
supported. In other words, don't be surprised when you are testing connectivity
from Pods to the outside world with ping. You can use curl or Powershell
Invoke-WebRequest instead.

For storage, some of the limitations are as follows:

¢ Expanding mounted volumes is not possible.

¢ Secrets that are mounted to Pods are written in clear-text using node storage.
This may pose security risks and you will need to take additional actions to
secure the cluster.

e Windows nodes only support the following volume types:
¢ FlexVolume (SMB, iSCSI)

e azureDisk

e azureFile

¢ gcePersistentDisk
awskElasticBlockStore (since 1.16)

vsphereVolume (since 1.16)

The following limitations concern Kubernetes 1.17. Since the list of
supported functionalities and current limitations changes, we advise that
you check the official documentation for more up to date details: https://
kubernetes.io/docs/setup/production-environment /windows/intro—

windows-in-kubernetes/#supported-functionality-and-limitations

Even if there is no support for local development clusters with Windows nodes, we'll still
take a look at them; it is very likely that support for Windows workloads will be available
in the near future.
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Creating your own development cluster from
scratch

In this section, you will learn how to set up a local Kubernetes cluster for development and
learning on the Windows operating system. We will be using minikube, which is the
official, recommended toolset, and Docker Desktop for Windows Kubernetes clusters.
Please note that the current tooling for local clusters does not support Windows containers
as it requires a multi-node setup with Linux master and Windows Server nodes. So, in
other words, these tools allow you to develop Kubernetes applications running in Linux
containers on your Windows machine. Basically, they provide an optimized Linux VM that
hosts a one-node Kubernetes cluster.

If you wish to experiment, you can use Katacoda Kubernetes playground
(https://www.katacoda.com/courses/kubernetes/playground), which
was used to demonstrate Kubernetes objects in this chapter, or Play with
Kubernetes (https://labs.play-with-k8s.com/), which is provided by
Docker, Inc.

minikube

Minikube is available on Windows, Linux, and macOS and aims at providing a stable
environment for local development with Kubernetes. The key requirement on Windows is
that a VM hypervisor needs to be installed. For Docker Desktop for Windows and
Windows containers, we already use Hyper-V, so this will be our choice here. If you
haven't enabled Hyper-V yet, please either follow the instructions for installing Docker
Desktop for Windows in chapter 1, Creating Containers, or follow the official
documentation: https://docs.microsoft.com/en-us/virtualization/hyper-v—-on-

windows/quick-start/enable-hyper-v.
To install minikube, you need to perform the following steps:

1. If you don't have a Hyper-V virtual external network switch, create one by
opening Hyper-V Manager from the Start menu and clicking Virtual Switch
Manager... from the Actions tab.

2. Select External and click Create Virtual Switch.

3. Use External Switch as the name of the virtual switch and choose the network
adapter that you will use to connect to the internet; for example, your Wi-Fi
adapter:
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4 Virtual Switch Manager for DESKTOP-BTSJCKG — pe

2 Virtual Switches

% New virtual network switch

«rw External Switch

Killer Wirelessn/afac 1535 Wireles...
wha Default Switch

Meafal i+ Mabwr

# oha nat

A Global Network Settings

4 MAC Address Range

00-15-50-00-90-00 to 00-15-5D-0...

wha Virtual Switch Properties

[External Switch

Notes:

Connection type
What do you want to connect this virtual switch to?

(®) External network:

Killer Wireless-n/a/ac 1535 Wireless Network Adapter v

Allow management operating system to share this network adapter

() Internal network
() Private network

4. Click OK to accept the changes.

5. Install kubectl (Kubernetes CLI) using the Chocolatey package manager. Execute
the following command as an Administrator in a Powershell window:

choco install kubernetes-cli

6. Install minikube using Chocolatey, also as an Administrator:

choco install minikube

7. Set Hyper-V as the default virtualization driver for minikube:

minikube config set vm-driver hyperv

8. Set your virtual external switch to minikube by default:

minikube config set hyperv-virtual-switch "External Switch"

9. Start minikube. This may take a few minutes as the VM has to be set up and the
Kubernetes node needs to be initialized:

minikube start
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If you need to debug issues on the actual minikube VM (for example,
connection problems), you can use the minikube ssh command or
connect to the terminal directly from Hyper-V manager. The login
username is docker and the password is tcuser.

10. Verify that the installation was successful by running the kubect1 command,
which will be configured to connect to the minikube cluster. You should see a
variety of Pods running in the kube-system namespace:

kubectl get pods —--all-namespaces

11. You can use any of the example Kubernetes objects that we used in this chapter
or just create your own:

kubectl apply -f
https://raw.githubusercontent.com/PacktPublishing/Hands—-On-Kubernet
es-on-Windows/master/Chapter04/03_deployment-example/nginx—
deployment .yaml —--record

12. Eventually, you can try using the Kubernetes Dashboard in your web browser.
To initialize and open the dashboard, run the following command:

minikube dashboard

Now, we will take a look at another approach to local development that uses Docker
Desktop for Windows.

Docker Desktop for Windows

For Windows users, using Docker Desktop for Windows and its built-in local Kubernetes
cluster is the easiest approach. It is also recommended if you are working in environments
that require a proxy to connect to the internet as the setup is seamless and easier compared
to minikube.

If you haven't installed Docker Desktop for Windows yet, you should follow the
instructions in chapter 1, Creating Containers. To enable the local Kubernetes cluster, you
need to follow these steps:

1. Ensure that you are running in Linux containers mode. DockerDesktop VM will
be responsible for hosting the Kubernetes cluster. To do that, open the tray icon
for Docker Desktop for Windows and click Switch to Linux containers....
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When the operation is finished, open Settings from the tray icon.
Open the Kubernetes section.

Check the Enable Kubernetes checkbox and click Apply.

The setup process will take a few minutes to complete .

o Gk W

If you have set up minikube, you need to switch context to kubectl. From the
command line, run the following command:

kubectl config use-context docker-desktop

7. Alternatively, you can also switch the context from Docker Desktop from the
Windows tray:

Documentation

Kitematic

packtpubkubernetesonwindows : Sign out

Repositories v
v Context

Kubernetes

»| docker-desktop

Restart...
Quit Docker Desktop

minikube

Stop local cluster

You will learn more about the kubectl configuration and its contexts in Chapter
6, Interacting with Kubernetes Clusters.

8. Now, you can start hacking with your local Kubernetes cluster. Let's deploy the
Kubernetes Dashboard:

kubectl apply -f
https://raw.githubusercontent.com/kubernetes/dashboard/v1.10.1/src/

deploy/recommended/kubernetes—dashboard.yaml

9. Wait until all the Pods are Running;:

kubectl get pods —-—-all-namespaces —--watch
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10. Get the default service account token. Copy the token: value from the
command's output:

kubectl describe secret -n kube-system default

11. Enable the kubectl proxy for the cluster. This process should be running while
you are accessing the dashboard:

kubectl proxy

12.anvigaﬁfU)http://localhost:800l/api/vl/namespaces/kube—system/
services/https:kubernetes—-dashboard:/proxy/#!/overview?namespace=kube-

system.

13. Select Token, paste your default token, and Sign In.

Alternative strategies for setting up a local development Kubernetes
cluster with Windows containers support involve the automated setup of
VMs on your local machine using, for example, vagrant. You can explore
some of the small projects on GitHub that use this approach, but you
should expect them to be outdated and no longer supported.

In the next section, we will provide a short overview of the production cluster deployment
strategies that we can perform for Kubernetes clusters, especially with Windows nodes.

Production cluster deployment strategies

The deployment of production-level clusters and even the development of clusters with
Windows nodes requires a very different approach. There are three important questions
that determine your options for the deployment of Kubernetes clusters:

e Are you deploying the cluster in the cloud or using on-premises bare metal or
virtual machines?

¢ Do you need high availability (HA) set up?
¢ Do you need Windows containers support?

Let's summarize the most popular deployment tools currently available.
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kubeadm

The first one is kubeadm (https://github.com/kubernetes/kubeadm), which is a
command-line tool focused on getting a minimum viable, secure cluster up and running in
a user-friendly way. One of the aspects of kubeadm is that it is a tool that is scoped only to
a given machine and Kubernetes APl communication, so, in general, it is intended to be a
building block for other automation tools that manage the cluster as a whole. Its principle is
simple: use the kubeadm init command on master node(s) and kubeadm join on worker
nodes. The features of kubeadm can be summarized as follows:

¢ You can deploy clusters in on-premises environments and cloud environments.

e Highly available clusters are supported but as of version 1.17, this feature is still
in its beta stage.

e Official Windows support is currently planned for version 1.18. The current
version of kubeadm is a good base for starting a hybrid Kubernetes cluster. First,
you bootstrap master node(s) and (optionally) Linux worker nodes and continue
with the scripts currently provided by Microsoft for joining Windows nodes
(https://github.com/microsoft/SDN) or previewing versions of scripts in the
sig-windows-tools GitHub repository (https://github.com/kubernetes—-sigs/
sig-windows-tools). We will be using this approach in chapter 7, Deploying
Hybrid On-Premises Kubernetes Cluster.

If you are planning to automate how your Kubernetes cluster is provisioned, for example,
using Ansible, kubeadm is a good starting point as it provides a good degree of flexibility
and easy configuration.

kops

The next option is using Kubernetes Operations (kops, https://github.com/kubernetes/
kops), which uses kubeadm internally. Kops aims to manage whole Kubernetes clusters in
cloud environments — you can think of it as kubect! for clusters. Its main features are as

follows:

¢ Deployment of clusters on Amazon Web Services (officially supported), Google
Compute Engine, and OpenStack (both in their beta stages). On-premises
deployments are not supported unless you are running your own deployment of
OpenStack. VMware vSphere support is in its alpha stage.

e Production-level support for HA clusters.

¢ Windows nodes are not supported.
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In this book, we will not focus on kops due to its lack of support for Windows.

kubespray

f(ubespray(https://qithub.com/kubernetesfsigs/kubespray)iSElCODlpOSiﬁOTlOf
configurable Ansible playbooks that run kubeadm in order to bootstrap fully-functional,
production-ready Kubernetes clusters. The main difference between kubespray and kops is
that kops is more tightly integrated with cloud providers, whereas kubespray is aimed at
multiple platforms, including bare-metal deployments. Its features can be summarized as
follows:

e Support for installing Kubernetes clusters for multiple cloud providers and bare-
metal machines.

e Production-level support for HA clusters.

e Windows nodes are currently not supported, but with incoming kubeadm
support for Windows nodes, kubespray is the best candidate to extend its
support.

As kubespray does not support Windows nodes at this point, we will not focus on it in this
book.

AKS Engine

AKS Engine (https://github.com/Azure/aks-engine) is an official, open source tool for
provisioning self-managed Kubernetes clusters on Azure. It aims at generating Azure
Resource Manager (ARM) templates that bootstrap Azure VMs and set up the cluster.

AKS Engine should not be confused with Azure Kubernetes Service
(AKS), which is a fully-managed Kubernetes cluster offering by Azure.
AKS Engine is used by AKS internally, though.

Its features can be summarized as follows:

e Available only for Azure; other platforms are not supported.

e High availability is implemented through Azure VMSS (https://kubernetes.
io/blog/2018/10/08/support-for-azure-vmss—cluster—autoscaler-and-user—

assigned-identity/).
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¢ Good Windows support — the official test suites are validated on AKS Engine
configuration. We'll use this approach in chapter 8, Deploying a Hybrid Azure
Kubernetes Engine Service Cluster.

However, please note that AKS Engine offers experimental features that are not available as
managed AKS offerings yet. This means that this approach may not always be suitable for
running production workloads, depending on which AKS Engine features you use.

Managed Kubernetes providers

As the popularity of Kubernetes constantly grows, there are multiple, fully-managed
Kubernetes offerings being provided by different cloud providers and companies
specializing in Kubernetes. You can find a long, but not complete, list of Kubernetes
providers (not only managed) at https://kubernetes.io/docs/setup/#production—
environment. In this section, we will summarize the managed offerings of the tier-1 cloud
service providers and what they offer in terms of Windows support, namely the following;:

* Microsoft Azure: Azure Kubernetes Service (AKS)
¢ Google Cloud Platform: Google Kubernetes Engine (GKE)
e Amazon Web Services: Elastic Kubernetes Service (EKS)

For managed Kubernetes providers, the key principle is that you are not
responsible for managing the control plane, the data plane, and the
underlying cluster infrastructure. From your perspective, you get a ready
cluster of a given size (that may scale on demand) with high availability
and the appropriate SLAs in place. You just need to deploy your
workload! An alternative, less managed approach is the turnkey cloud
solution, where you manage the control plane, data plane, and upgrades
yourself, but the infrastructure is managed by the cloud provider. A good
example of such a solution is the AKS Engine running on top of Azure
VMs.

All of these cloud providers have Windows containers support in their managed
Kubernetes offerings and for all them, this feature is currently in preview. You can expect
limited support for the feature and limited backward compeatibility.
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Azure Kubernetes Service introduced Windows nodes support in May 2019 and is the most
mature offering for Windows Containers, with good support in its documentation (https:/
/docs.microsoft.com/en-us/azure/aks/windows—container—cli). This offering is built on
top of the AKS Engine internally, so you can expect similar features to be available there.
You can monitor the official roadmap for incoming Windows support features by going

to https://github.com/Azure/AKS/projects/1.

Google Kubernetes Engine announced support for Windows Containers in their Rapid
release channel in May 2019. Currently, there is limited information available about this
alpha feature — for Google Cloud Platform, the most common and well-validated use case is
deploying Kubernetes for Windows directly to Google Compute Engine VMs.

Amazon Elastic Kubernetes Service announced preview support for Windows Containers
in March 2019. You can find more details about Windows Containers support in EKS in the

official documentation: https://docs.aws.amazon.com/eks/latest/userguide/windows—
support.html

Creating AKS cluster with Windows nodes

To complete this walkthrough, you need an Azure account and Azure CLI installed on your
machine. You can find more details in chapter 2, Managing State in Containers.

The following steps are also available as a Powershell script in the official
GitHub repository for this book: https://github.com/PacktPublishing/
Hands-On-Kubernetes—-on-Windows/blob/master/Chapter04/05_

CreateAKSWithWindowsNodes.psl.
Let's begin by enabling the preview features for AKS:
1. Install the aks-preview extension using the Azure CLI from Powershell:
az extension add --name aks-preview
2. Update the aks-preview extension to its latest available version:

az extension update —-—-name aks-preview
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3. Register the WindowsPreview feature flag for your subscription to enable
multiple node pools. A separate node pool is required for Windows nodes. Note
that this operation should be performed on test or development subscriptions as
any cluster that is created after enabling this flag will use this feature:

az feature register °
—-name WindowsPreview °
——-namespace Microsoft.ContainerService

4. This operation will take a few minutes. You have to wait until the status of the
feature is Registered to be able to continue. To check the current Status, run
the following command:

az feature list °

-o json °

—-—query "[?contains (name,
'Microsoft.ContainerService/WindowsPreview') ] . {Name:name, State:prop
erties.state}"

5. When the feature is registered, execute the following command to propagate the
change:

az provider register °
——-namespace Microsoft.ContainerService

6. Now, wait until the provider finishes the registration and switches status to
Registered. You can monitor the status using the following command:

az provider show —-n Microsoft.ContainerService °
| ConvertFrom—-Json
| Select -ExpandProperty registrationState

The actual cost of AKS is determined by the number and size of the Azure
VM s that host the cluster. You can find the predicted costs of running an
AKS cluster here: nttps://azure.microsoft.com/en-in/pricing/
details/kubernetes-service/. Itis advised that you delete the cluster if
you are not planning to use it after this walkthrough to avoid extra costs.
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With the preview feature enabled, you can continue creating the actual AKS cluster with
Windows nodes. The available versions of Kubernetes depend on the location where you
create the cluster. In this walkthrough, we suggest using the westeurope Azure location.
Follow these steps to create the cluster:

1. Create a dedicated resource group for your AKS cluster, for example, aks—
windows—-resource-group:

az group create
—-name aks-windows-resource-group
——location westeurope

2. Get the list of available Kubernetes versions in a given location:

az aks get-versions
——location westeurope

3. Choose the desired one. It is advised that you use the latest one; for
example, 1.15.3.

4. Create an aks-windows-cluster AKS instance using the selected version and
provide the desired Windows username and password (choose a secure one!).
The following command will create a two-node pool of Linux nodes running in
VMSS high-availability mode:

az aks create
—-resource—group aks-windows-resource-group
—-name aks-windows—-cluster °
——-node-count 2
——enable—-addons monitoring °
——kubernetes-version 1.15.3
——generate—-ssh-keys
—-windows—-admin-username azureuser
—-windows—admin-password "S3cur3P@sswOrd"
——enable-vmss
—-—-network-plugin azure
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5. After a few minutes, when the AKS cluster is ready, add a Windows node pool
named wlpool to the cluster — this operation will take a few minutes. There is a
limit of six characters for the Windows node pool name:

az aks nodepool add °
——resource—group aks-windows-resource-group
——cluster—name aks-windows—-cluster °
—-—os—type Windows °
——name wlpool °
—-node—-count 1
—-kubernetes-version 1.15.3

6. If you do not have kubect1 installed already, install it using the Azure CLI:
az aks install-cli

7. Get the cluster credentials for kubect1. The following command will add a new
context for kubect1 and switch to it:

az aks get-credentials °
—-resource—group aks-windows-resource-group
—-name aks-windows-cluster

8. Verify that the cluster has been deployed successfully! Run any kubect1l
command:

kubectl get nodes
kubectl get pods --all-namespaces

9. Now, you can start hacking with your first Kubernetes cluster with Windows
nodes! For example, create a sample Deployment that runs three replicas of the
official ASP.NET sample in Windows containers, exposed behind a Service of the
LoadBalancer type:

kubectl apply -f
https://raw.githubusercontent.com/PacktPublishing/Hands—-On-Kubernet
es-on-Windows/master/Chapter04/06_windows—example/windows-—
example.yaml —--record

[151]



Kubernetes Concepts and Windows Support Chapter 4

10. The container creation process may take up to 10 minutes as the Windows base
image needs to be pulled first. Wait for the external load balancer IP to be
available:

PS C:\> kubectl get service

NAME TYPE CLUSTER-IP EXTERNAL-IP
PORT (S) AGE

kubernetes ClusterIP 10.0.0.1 <none>
443/TCP 32m

windows—example LoadBalancer 10.0.179.85 13.94.168.209
80:30433/TCP 12m

11. Navigate to the address in a web browser to check if your application is running

properly:
B <—EJ D Home Page - My ASPN X I + 5 o X
< - O a © 1394168209 * = 7 @&

s mee
ASP.NET

ASP.NET is a free web framework for building great Web sites and Web applications using HTML, CSS, and
JavaScript.

Learn more »

Getting started Get more libraries Web Hosting

ASP.NET Web Forms lets you build dynamic websites NuGet is a free Visual Studio extension that makes it easy You can easily find a web hosting company that offers the
using a familiar drag-and-drop, event-driven model. A to add, remove, and update libraries and tools in Visual right mix of features and price for your applications.
design surface and hundreds of controls and components Studio projects.

let you rapidly build sophisticated, powerful Ul-driven sites Learn more »

with data access. Learn more »

Learn more »

© 2019 - My ASP.NET Application

To delete the AKS cluster, use the az group delete ——name aks-
windows-resource—group --yes —-no-wait command.
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Congratulations! You have successfully created your first, fully-managed Kubernetes
cluster with Windows nodes. In the next few chapters, we will look at different approaches
for creating Kubernetes clusters with Windows containers support.

Summary

In this chapter, you learned about the key theory behind Kubernetes — its high-level
architecture and the most commonly used Kubernetes API objects. On top of that, we
summarized how Kubernetes currently fits into the Windows ecosystem and the current
limitations in Windows support. Next, you learned how to set up your own Kubernetes
development environment for Linux containers using the recommended tools, such as
minikube and Docker Desktop for Windows, as well as the possible production cluster
deployment strategies available. Finally, we reviewed the managed Kubernetes offerings
that support Windows containers and performed a successful deployment of Azure
Kubernetes Service cluster with the Windows node pool!

The next chapter will bring you more knowledge regarding Kubernetes architecture —
Kubernetes networking in general and in the Windows ecosystem. This will be the last
chapter that focuses on the theory of Kubernetes and its working principles.

Questions

1. What is the difference between the control plane and the data plane in
Kubernetes?

2. How does the declarative model and the concept of desired state work and what
are its benefits?

What is the difference between a container and a Pod?

What is the purpose of the Deployment API Object?

What are the key limitations of Kubernetes support on Windows?
What is minikube and when should you use it?

What is the difference between AKS and AKS Engine?

N oUW

You can find answers to these questions in the Assessments section of this book.
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Further reading

¢ For more information regarding Kubernetes concepts, please refer to the
following PacktPub books:

o The Complete Kubernetes Guide (https://www.packtpub.com/
virtualization—and—cloud/complete—kubernetes—guide)

e Getting Started with Kubernetes — Third Edition (https://www.
packtpub.com/virtualization—-and-cloud/getting-started-
kubernetes-third-edition)

o Kubernetes for Developers (https://www.packtpub.com/
virtualization-and-cloud/kubernetes—developers)

¢ You can also refer to the excellent official Kubernetes documentation (https://
kubernetes.io/docs/home/), which is always the most up to date source of
knowledge about Kubernetes in general. For Windows-specific scenarios, the
official Microsoft Virtualization documentation is recommended: https://docs.
microsoft.com/en-us/virtualization/windowscontainers/kubernetes/

getting-started-kubernetes-windows.
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Kubernetes Networking

For container orchestration, there are two major challenges to be solved: managing
container hosts (nodes) and managing the networking between containers. If you limited
your container host cluster to only one node, networking would be fairly simple—for
Docker on Linux, you would use the default bridge network driver, which creates a private
network (internal to the host), allowing the containers to communicate with each other.
External access to the containers requires exposing and mapping container ports as host
ports. But now, if you consider a multi-node cluster, this solution does not scale well—you
have to use NAT and track which host ports are used, and on top of that, the applications
running in containers have to be aware of the networking topology.

Fortunately, Kubernetes provides a solution to this challenge by providing a networking
model that has specific, fundamental requirements—any networking solution that complies
with the specification can be used as the networking model implementation in Kubernetes.
The goal of this model is to provide transparent container-to-container communication and
external access to the containers, without containerized applications requiring any
knowledge about the underlying networking challenges. Throughout this chapter, we will
explain the assumptions of the Kubernetes networking model and how Kubernetes
networking issues can be solved in hybrid Linux/Windows clusters.

In this chapter, we will cover the following topics:

¢ Kubernetes networking principles

¢ Kubernetes CNI network plugins

¢ Windows server networking in Kubernetes
¢ Choosing Kubernetes network modes
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Technical requirements

For this chapter, you will need the following:

e Windows 10 Pro, Enterprise, or Education (version 1903 or later, 64-bit) installed
e Docker Desktop for Windows 2.0.0.3 or later installed

e Azure CLI installed if you would like to use the AKS cluster from the previous
chapter

Installation of Docker Desktop for Windows and system requirements are covered
in Chapter 1, Creating Containers.

For Azure CLI, you can find detailed installation instructions in chapter 2, Managing State
in Containers.

You can download the latest code samples for this chapter from the official GitHub
repository: https://github.com/PacktPublishing/Hands-On-Kubernetes-on-Windows/
tree/master/Chapter05

Kubernetes networking principles

As a container orchestrator, Kubernetes provides a networking model that consists of a set
of requirements that any given networking solution must fulfill. The most important
requirements are as follows:

¢ Pods running on a node must be able to communicate with all Pods on all nodes
(including the Pod's node) without NAT and explicit port mapping.

¢ All Kubernetes components running on a node, for example kubelet or system
daemons/services, must be able to communicate with all Pods on that node.

These requirements enforce a flat, NAT-less network model, which is one of the core
Kubernetes concepts that make it so powerful, scalable, and easy to use. From this
perspective, Pods are similar to VMs running in a Hyper-V cluster—each Pod has its own
IP address assigned (IP-per-Pod model), and containers within a Pod share the same
network namespace (like processes on a VM), which means they share the same localhost
and need to be aware of port assignments.

In short, networking in Kubernetes has the following challenges to overcome:

¢ Intra-Pod communication between containers: Handled by standard localhost
communication.
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¢ Pod-to-Pod communication: Handled by underlying network implementation.

¢ Pod-to-Service and External-to-Service communication: Handled by Service
API objects, communication is dependent on the underlying network
implementation. We will cover this later in this section.

¢ Automation of networking setup by kubelet when a new Pod is created:
Handled by Container Network Interface (CNI) plugins. We will cover this in
the next section.

There are numerous implementations of the Kubernetes networking model, ranging from
simple L2 networking (for example, Flannel with a host-gw backend) to complex, high-
performance Software-Defined Networking (SDN) solutions (for example, Big Cloud
Fabric). You can find a list of different implementations of the networking model in the
official documentation: https://kubernetes.io/docs/concepts/cluster—

administration/networking/#how-to-implement-the-kubernetes-networking-model

In this book, we will only focus on implementations that are relevant from the Windows
perspective:

e L2 network
¢ Overlay network

Let's begin with the L2 network, which is the simplest network implementation available.

L2 network

Layer 2 (L2) refers to the data link layer, which is the second level in the seven-layer OSI
reference model for network protocol design. This layer is used to transfer data between
nodes in the same local area network (so, think of operating on MAC addresses and switch
ports, not IP addresses, which belong to L3). For Kubernetes, an L2 network with routing
tables set up on each Kubernetes node is the simplest network type that fulfills the
Kubernetes networking model implementation requirements. A good example is Flannel
with a host-gw backend. At a high level, Flannel (host-gw) provides networking for Pods in
the following way:

1. Each node runs a flanneld (or flanneld.exe for Windows) agent, which is
responsible for allocating a subnet lease from a larger, preconfigured address
space called Pod CIDR (Classless Inter-Domain Routing). In the following
diagram, Pod CIDR is 10.244.0.0/16, whereas Node 1 has leased subnet
10.244.1.0/24 and Node 2 has leased subnet 10.244.2.0/24.
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2.

In most cases, the Flannel agent is deployed as a DaemonSet during Pod
network installation in the cluster. An example DaemonSet definition can be
found here: https://github.com/coreos/flannel/blob/master/
Documentation/kube-flannel.yml.

Flannel stores networking information and lease data using the Kubernetes API
or etcd directly, depending on its configuration.

When a new node joins the cluster, Flannel creates a cbr0 bridge interface for all
Pods on a given node. Routing tables in the operating system on nodes are
updated, containing one entry for each node in the cluster. For example, for
Node 2 in the following diagram, the routing table has two entries, which route
communication to 10.244.1.0/24 viathe 10.0.0.2 gateway (inter-node
communication to Node 1) and communication to 10.244.2.0/24 via the local
cbr0 interface (local communication between Pods on Node 1).

When a new Pod is created, a new veth device pair is created. An eth0 device is
created in the Pod network namespace and a vethx device at the other end of the
pair in the host (root) namespace. A virtual Ethernet device is used as a tunnel
between network namespaces.

6. In order to trigger the preceding actions, kubelet uses CNI, which is
implemented by the Flannel CNI plugin:

Node 1 eth0

(Pod subnet: 10.244.1.0/24)

cbro

Node IP: 10.0.0.2

L2 network switch

Routing table:
10.244.1.0/24 — cbr0
10.244.2.0/24 — 10.0.0.3

IP: 10.244.1.1
(bridge interface)

veth1

veth2

Pod 1 eth0
Pod IP: 10.244.1.2

Container Container

Pod 2 eth0
Pod IP: 10.244.1.3

Container Container

Node 2
(Pod subnet: 10.244.2.0/24)

eth0

Node IP: 10.0.0.3

cbro

1P: 10.244.2.1
(bridge interface)

Routing table:
10.244.1.0/24 — 10.0.0.2
10.244.2.0/24 — cbr0

veth1

veth2

Pod 3 etho
Pod IP: 10.244.2.2

Container

Container

Pod 4 eth0
Pod IP: 10.244.2.3

Container Container

All of the actions performed by Flannel could be performed manually using the command
line but, of course, the goal of Flannel is to automate the process of new node registration
and new Pod network creation transparently for Kubernetes users.
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Let's now quickly analyze what happens when a container in Pod 1, 10.244.1.2 (on Node
1), would like to send a TCP packet to a container in Pod 4, 10.244.2.3 (on Node 2):

1. Pod 1 outbound packet will be sent to the cbr0 bridge interface as it is set as the
default gateway for the eth0 Pod interface.

2. The packet is forwarded to the 10.0.0. 3 gateway due to the 10.244.2.0/24
— 10.0.0.3 routing table entry at Node 1.

3. The packet goes through the physical L2 network switch and is received by Node
2 at the etho0 interface.

4. Node 2's routing table contains an entry that forwards traffic to
the 10.244.2.0/24 CIDR to the local cbr0 bridge interface.

5. The packet is received by Pod 2.

Note that the preceding example uses Linux network interface naming
and terminology. The Windows implementation of this model is generally
the same but differs on OS-level primitives.

Using an L2 network with routing tables is efficient and simple to set up; however, it has
some disadvantages, especially as the cluster grows:

¢ L2 adjacency of nodes is required. In other words, all nodes must be in the same
local area network with no L3 routers in between.

¢ Synchronizing routing tables between all nodes. When a new node joins, all
nodes need to update their routing tables.

e Possible glitches and delays, especially for short-lived containers, due to the way
L2 network switches set up new MAC addresses in forwarding tables.

Flannel with a host-gw backend has stable support for Windows.

Generally, using Overlay networking is recommended, which allows creating a virtual L2
network over an existing underlay L3 network.
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Overlay network

As a general concept, Overlay networking uses encapsulation in order to create a new,
tunneled, virtual network on top of an existing L2/L3 network, called an underlay network.
This network is created without any changes to the actual physical network infrastructure
for the underlay network. Network services in the Overlay network are decoupled from the
underlying infrastructure by encapsulation, which is a process of enclosing one type of
packet using another type of packet. Packets that are encapsulated when entering a tunnel
are then de-encapsulated at the other end of the tunnel.

Overlay networking is a broad concept that has many implementations. In Kubernetes, one
of the commonly used implementations is using the Virtual Extensible LAN

(VXLAN) protocol for tunneling L2 Ethernet frames via UDP packets. Importantly, this
type of Overlay network works both for Linux and Windows nodes. If you have a Flannel
network with a VXLAN backend, the networking for Pods is provided in the following
way:

1. Similarly to the host-gw backend, a flanneld agent is deployed on each node as a
DaemonSet.

2. When a new node joins the cluster, Flannel creates a cbr0 bridge interface for all
Pods on a given node and an additional f1annel.<vni> VXLAN device (a
VXLAN tunnel endpoint, or VTEP for short; VNI stands for VXLAN Network
Identifier, in this example, 1). This device is responsible for the encapsulation of
the traffic. The IP routing table is updated only for the new node. Traffic to Pods
running on the same node is forwarded to the cbr0 interface, whereas all the
remaining traffic to Pod CIDR is forwarded to the VTEP device. For example, for
Node 2 in the following diagram, the routing table has two entries that route the
communication to 10.244.0.0/16 via the flannel.1 VIEP device (inter-node
communication in the Overlay network) and communication
t0 10.244.2.0/24 is routed via the local cbr0 interface (local communication
between Pods on Node 1 without Overlay).

3. When a new Pod is created, a new veth device pair is created, similar to the case
of the host-gw backend:
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L3 router(s)
(underlay network)

Node 1

(Pod subnet: 10.244.1.0/24)

veth1

eth0
Node IP: 10.0.0.2

Node 2 eth0

(Pod subnet: 10.244.2.0/24)

Routing table:
10.244.0.0/16 — flannel.1
10.244.1.0/24 — cbr0

Routing table:
10.244.0.0/16 — flannel.1
10.244.2.0/24 — cbr0

Node IP: 10.0.0.3
flannel.1 flannel.1
CIDR: 10.244.1.0/24 VXLAN tunnel CIDR: 10.244.2.0/24
(vxlan device) (vxlan device)

| |

cbr0 cbr0
IP: 10.244.1.1 1P: 10.244.2.1
(bridge interface) (bridge interface)

I I
I | I |

veth2 veth1 veth2

Pod 1 etho
Pod IP: 10.244.1.2

Container

Pod 2 etho Pod 3 etho Pod 4 etho
Pod IP: 10.244.1.3 Pod IP: 10.244.2.2 Pod IP: 10.244.2.3

Container Container Container Container Container Container Container

Let's now quickly analyze what happens when a container in Pod 1 10.244.1.2 (on Node
1) would like to send a TCP packet to a container in Pod 4, 10.244.2.3 (on Node 2):

1.

Pod 1 outbound packet will be sent to the cbr0 bridge interface as it is set as the
default gateway for the eth0 Pod interface.

The packet is forwarded to the f1annel.1 VTEP device due to the
10.244.0.0/16 — flannel.l routing table entry at Node 1.

flannel. 1 uses the MAC address of Pod 4 in the 10.244.0.0/16 Overlay
network as the inner packet destination address. This address is populated by
the flanneld agent in the forwarding database (FDB).

flannel.l determines the IP address of the destination VTEP device at Node 2
using the FDB, and 10.0.0. 3 is used as the destination address for the outer
encapsulating packet.

The packet goes through the physical L2/L3 network and is received by Node 2.
The packet is de-encapsulated by the f1annel.1 VTEP device.

Node 2's routing table contains an entry that forwards traffic

tothe 10.244.2.0/24 CIDR to the local cbr0 bridge interface.

The packet is received by Pod 2.
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For Windows, Flannel with an Overlay backend is currently still in the
alpha feature stage.

Using a VXLAN backend over a host-gw backend for Flannel has several advantages:

¢ No need for L2 adjacency of the nodes.

e L2 Overlay networks are not susceptible to spanning tree failures, which can
happen in the case of L2 domains spanning multiple logical switches.

The solution described earlier in this section is similar to Docker running
in swarm mode. You can read more about Overlay networks for swarm

mode in the official documentation: https://docs.docker.com/network/
Overlay/.

The preceding two networking solutions are the most commonly used solutions for hybrid
Linux/Windows clusters, especially when running on-premises. For other scenarios, it is
also possible to use Open Virtual Network (OVN) and L2 tunneling for Azure-specific
implementations.

Other solutions

In terms of Windows-supported networking solutions for Kubernetes, there are two
additional implementations that can be used:

e Open Virtual Network (OVN), for example, as part of a deployment on
OpenStack

¢ L2 tunneling for deployments on Azure

OVN is a network virtualization platform for implementing SDN that decouples physical
network topology from the logical one. Using OVN, users can define network topologies
consisting of logical switches and routers. Kubernetes supports OVN integration using a
dedicated CNI plugin ovn-kubernetes (https://github.com/ovn-org/ovn-kubernetes).
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For Azure-specific scenarios, it is possible to leverage Microsoft Cloud Stack features
directly using the Azure-CNI plugin, which relies on the L2Tunnel Docker network driver.
In short, Pods are connected to the existing virtual network resources and configurations,
and all Pod packets are routed directly to the virtualization host in order to apply Azure
SDN policies. Pods get full connectivity in the virtual network provided by Azure, which
means that each Pod can be directly reached from outside of the cluster. You can find more
details about this solution in the official AKS documentation: https://docs.microsoft.

com/bs—-latn-ba/azure/aks/configure—azure-cni.

Services

In the previous chapter, we covered Services as API objects and explained how they can be
used together with Deployments. To briefly recap, Service API objects enable network
access to a set of Pods, based on label selectors. In terms of Kubernetes networking, Services
are a concept that's built on top of the standard networking model, which aims to do the
following;:

¢ Enable reliable communication to a set of Pods using Virtual IP (VIP). Client
Pods do not need to know the current IP addresses of individual Pods, which can
change over time. External clients also do not need to know about current IP
addresses of Pods.

¢ Load-balance network traffic (internal as well as external) to a set of Pods.

¢ Enable service discovery in the cluster. This requires the DNS service add-on to
be running in the cluster.

There are four Service types available in Kubernetes, which can be specified in the Service
object specification:
ClusterIP

NodePort
LoadBalancer

ExternalName
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We will go through each type separately, but let's first take a look at what a Service looks
like in the context of Deployments and Pods:

i Deployment |
I specreplicas=3
: spec.selector
, _environment: test 1
Creates
4 Node 1 N O Node 2 I
e 8 - B A —— A
i : i o :
X Pod . Pod . Pod . Pod 1
: environment: test | (client) : environment: test : environment: test
e eeooo e
[ |
kube-proxy tarages ¥ ClusterlP | s
Observes
Service
.spec.selector
environment: test

The preceding diagram shows how the simplest internal Service of type ClusterIP exposes
an existing Deployment that manages three replicas of Pods labeled with environment:
test. The ClusterIP Service, with the same label selector, environment: test,is
responsible for monitoring the result of label selector evaluation and updating endpoint
API objects with the current set of alive and ready Pod IPs. At the same time, kube-proxy is
observing Service and endpoint objects in order to create iptables rules on Linux nodes or
HNS policies on Windows nodes, which are used to implement a Virtual IP address with a
value of ClusterIP specified in the Service specification. Finally, when a client Pod sends a
request to the Virtual IP, it is forwarded using the rules/policies (set up by kube-proxy) to
one of the Pods in the Deployment. As you can see, kube-proxy is the central component
for implementing Services, and in fact it is used for all Service types, apart from
ExternalName.
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ClusterlP

The default type of Service in Kubernetes is ClusterIP, which exposes a service using an
internal VIP. This means that the Service will only be reachable from within the cluster.
Assuming that you are running the following nginx Deployment:

apiVersion: apps/vl
kind: Deployment
metadata:
name: nginx-deployment-example
spec:
replicas: 3
selector:
matchLabels:
environment: test
template:
metadata:
labels:
environment: test
spec:
containers:
- name: nginx
image: nginx:1.17
ports:
- containerPort: 80

All of the manifest files are available in the official GitHub repository for
this book: https://github.com/PacktPublishing/Hands—On-Kubernetes—

on-Windows/tree/master/Chapter05

You can deploy a Service of ClusterIP type using the following manifest file:

apivVersion: vl
kind: Service
metadata:
name: nginx-deployment-example-clusterip
spec:
selector:
environment: test
type: ClusterIP
ports:
- port: 8080
protocol: TCP
targetPort: 80
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Like for every Service type, the key part is the selector specification, which has to match
the Pods in the Deployment. You specify type as ClusterIP and assign 8080 as a port on
the Service, which is mapped to targetPort: 80 on the Pod. This means that client Pod
would use the nginx-deployment-example: 8080 TCP endpoint for communicating with
nginx Pods. The actual ClusterIP address is assigned dynamically, unless you explicitly
specify one in the spec. The internal DNS Service in a Kubernetes cluster is responsible for
resolving nginx-deployment-example to the actual ClusterIP address as a part of service
discovery.

The diagrams in the rest of this section represent how the Services are
implemented logically. Under the hood, kube-proxy is responsible for
managing all the forwarding rules and exposing ports, as in the previous
diagram.

This has been visualized in the following diagram:

spec.clusterlP

| I \ spec.ports[0].port|
Service 10.98.172.si/
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IP:10.244.2.3

T
N
o
)
=
5o
BN
(S
T
o
)
=
i
©w
T
o
[N
=
o
N
[N

ClusterIP Services are a base for the other types of Service that allow external
communication: NodePort and LoadBalancer.

NodePort

The first type of Service allowing external ingress communication to Pods is the NodePort
Service. This type of Service is implemented as a ClusterIP Service with the additional
capability of being reachable using any cluster node IP address and a specified port. In
order to achieve that, kube-proxy exposes the same port on each node in the range
30000-32767 (which is configurable) and sets up forwarding so that any connections to this
port will be forwarded to ClusterIP.
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You can deploy a NodePort Service using the following manifest file:

apiVersion: vl
kind: Service
metadata:

name: nginx-deployment-example—nodeport
spec:

selector:
environment:

type: NodePort

ports:

- port: 8080
nodePort: 31001
protocol: TCP
targetPort: 80

test

If you do not specify nodePort in the Spec, it will be allocated dynamically using the
NodePort range. Note that the service still acts as a ClusterIP Service, which means that it is

internally reachable at its ClusterIP endpoint.

The following diagram visualizes the concept of a NodePort Service:

Client
spec.ports[0].nodePort
Node IP
\ 31001 31001
10.0.0.2 10.0.0.3 //
8080 8080 /
10.98.172.53 Service 10.98.172.53
spec.ports[0].targetPort I
\F-"’.*---|r---*¢*---| l'--"v’---|
I 80 11 80 1 | 80 1
1 (N ] 1 1 1
! Pod i Pod 1 ! Pod 1
: IP: 10.244.1.2 : : 1P: 10.244.1.3 : : 1P: 10.244.2.2 :
1 (N | 1 1 1
L. L 1 L 1
Node 1 Node 2

spec.ports[0].port

spec.clusterlP

Using a NodePort Service is recommended when you would like to set up your own load-
balancing setup in front of the Service. You can also expose the NodePorts directly, but bear

in mind that such a solution is harder to secure and may pose security risks.
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LoadBalancer

The second type of Service that allows for external ingress communication is LoadBalancer,
which is available in Kubernetes clusters that can create external load balancers, for
example, managed Kubernetes offerings in the cloud. This type of Service combines the
approach of NodePort with an additional external load balancer in front of it, which routes
traffic to NodePorts.

You can deploy a LoadBalancer Service using the following manifest file:

apiVersion: vl
kind: Service
metadata:
name: nginx-deployment-example-lb
spec:
selector:
environment: test
type: LoadBalancer
ports:
- port: 8080
protocol: TCP
targetPort: 80

Note that in order to apply this manifest file, you need an environment that supports
external load balancers, for example, the AKS cluster that we created in Chapter

4, Kubernetes Concepts and Windows Support. Katacoda Kubernetes Playground is also
capable of creating an "external” load balancer that can be accessed from the Playground
terminal. If you attempt to create a LoadBalancer Service in an environment that does not
support creating external load balancers, it will result in the load balancer ingress IP
address being in the pending state indefinitely.

In order to obtain an external load balancer address, execute the following command:

PS C:\src> kubectl get svc nginx-deployment-example-1lb
NAME TYPE CLUSTER-IP EXTERNAL-IP

PORT (S) AGE
nginx—-deployment—-example-1b LoadBalancer 10.0.190.215 137.117.227.83

8080:30141/TCP 2m23s

The EXTERNAL-IP column shows that the load balancer has the IP address
137.117.227.83, and in order to access your Service you have to communicate with

the 137.117.227.83:8080 TCP endpoint. Additionally, you can see that the Service has
its own internal ClusterIP, 10.0.190.215, and NodePort 30141 is exposed.

A LoadBalancer Service running on AKS has been visualized in the following diagram:
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status.loadBalancer.ingress[0].ip
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spec.ports[0].port
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If you are interested in how the Azure Load Balancer in front of the Service is configured,
you need to go to https://portal.azure.com and navigate to the load balancer resources,
where you will find the Kubernetes load balancer instance:

VIRTUAL MACHINE

~ kubernetes (2 virtual machines)

7 Heslth probes

nodepool1 26948119 vmss

VIRTUAL MACHINE STATUS

s nodepoal1- 26548115

NETWORK INTERFACE

aks-nodepooll-26948119-vmss.

aks-nodepooll-26348113-vmss

PRIVATE P ADDRESS

1024004

10240035

Now, let's take a look at the last type of Service: ExternalName.
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ExternalName

In some cases, you need to define a Service that points to an external resource that is not
hosted in your Kubernetes cluster. This can include, for example, cloud-hosted database
instances. Kubernetes provides a way to abstract communication to such resources and
registers them in cluster service discovery by using an ExternalName Service.

ExternalName Services do not use selectors and are just a raw mapping of the Service name
to an external DNS name:

apiVersion: vl
kind: Service
metadata:
name: externalname-—-example-service
spec:
type: ExternalName
externalName: cloud.database.example.com

During resolution of the Service DNS name (externalname-example—
service.default.svc.cluster.local), the internal cluster DNS will respond with a
CNAME record with a value of cloud.database.example.com. There is no actual traffic
forwarding using kube-proxy rules involved—the redirection happens at the DNS level.

A good use case for the ExtenalName Service is providing different instances of an external
service, for example, a database, depending on the environment type. From the Pods' point
of view, this will not require any configuration or connection string changes.

Ingress

LoadBalancer Services only provide L4 load balancing capabilities. This means you cannot
use the following:

e HTTPS traffic termination and offloading

e Name-based virtual hosting using the same load balancer for multiple domain
names

e Path-based routing to services, for example, as an API gateway

To solve that, Kubernetes provides the Ingress API object (which is not a type of Service),
which can be used for L7 load balancing.
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Ingress deployment and configuration is a broad topic and is out of scope
of this book. You can find more detailed information regarding Ingress
and Ingress controllers in the official documentation: https://

kubernetes.io/docs/concepts/services—networking/ingress/

Using Ingress requires first the deployment of an Ingress controller in your Kubernetes
cluster. An Ingress controller is a Kubernetes controller that is deployed manually to the
cluster, most often as a DaemonSet or a deployment that runs dedicated Pods for handling
ingress traffic load balancing and smart routing. A commonly used Ingress controller for
FﬁlbernetesisingreSSdlginX(https://www.nginx.com/products/nginx/kubernetes—
ingress-controller), which is installed in the cluster as a Deployment of an nginx web
host with a set of rules for handling Ingress API objects. The Ingress controller is exposed as
a Service with a type that depends on the installation. For example, for an AKS cluster that
only has Linux nodes, a basic installation of ingress-nginx, exposed as a LoadBalancer
Service, can be performed using the following manifests:

kubectl apply —-f
https://raw.githubusercontent.com/kubernetes/ingress—-nginx/master/deploy/st
atic/mandatory.yaml

kubectl apply —-f
https://raw.githubusercontent.com/kubernetes/ingress—-nginx/master/deploy/st
atic/provider/cloud-generic.yaml

In general, the installation of the Ingress controller is dependent on the Kubernetes cluster
environment and configuration and has to be adjusted according to your needs. For
example, for AKS with Windows nodes, you need to ensure that proper node selectors are
used in order to schedule Ingress controller Pods properly.

You can find the customized nginx Ingress controller definition for AKS
with Windows nodes, together with example Services and Ingress
definitions, in the official GitHub repository for this book: https://
github.com/PacktPublishing/Hands-On-Kubernetes—-on-Windows/tree/

master/Chapter05/05_ingress—example.
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When an Ingress controller has been installed in the cluster, the Ingress API Objects may be

created and will be handled by the controller. For example, assuming that you have

deployed two ClusterIP Services example-servicel and example-service2, the Ingress

definition could look as follows:

apiVersion: networking.k8s.io/vlbetal
kind: Ingress
metadata:
name: example-ingress
annotations:
nginx.ingress.kubernetes.io/rewrite-target: /
spec:
rules:
- http:
paths:
- path: /servicel
backend:
serviceName: example-servicel
servicePort: 80
- path: /service2
backend:
serviceName: example-service2
servicePort: 80

Now, when you perform a HTTP request to

https://<ingressServiceLoadBalancerIp>/servicel, the traffic will be routed by
nginx to example-servicel. Note that you are using only one cloud load balancer for this

operation and the actual routing to Kubernetes Services is performed by an Ingress
controller using path-based routing.

The principle of this design has been shown in the following diagram:
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For AKS, you can consider using the HTTP application routing add-on,
which automates the management of Ingress controllers and External-
DNS controllers for your cluster. More details can be found in the official
documentation: https://docs.microsoft.com/en-us/azure/aks/http—

application-routing.

A general rule of thumb for choosing whether to implement an Ingress or a Service is to use
an Ingress for exposing HTTP (and especially HTTPS) endpoints and to use Services for

other protocols.
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Kubernetes CNI network plugins

In this chapter, we have already mentioned the terms Container Network Interface (CNI)
and CNI plugins in the context of Kubernetes networking setup. In fact, CNI is not limited
to Kubernetes—this concept originated from the Rkt container runtime and was adopted as
a CNCF project aiming to provide a simple and clear interface between any container
runtime and network implementation. Container runtimes use CNI plugins in order to
connect containers to the network and remove them from the network when needed.

Understanding the CNI project

There are three distinct parts of the CNI project:

¢ The CNI specification defines the architecture of a generic, plugin-based
networking solution for containers and the actual interface that CNI plugins
must implement. The specification can be found at https://github.com/
containernetworking/cni/blob/master/SPEC.md.

e Libraries for integrating CNI into applications, which is provided in the same
repository as the specification: https://github.com/containernetworking/cni/
tree/master/libeni.

e CNI plugins reference implementation, which is in a dedicated
repository: https://github.com/containernetworking/plugins.

The specification of CNI is fairly straightforward, and can be summarized as follows:

e CNI plugins are implemented as stand-alone executables.

¢ The container runtime is responsible for preparing a new network namespace (or
network compartment in the case of Windows) for the container, before
interacting with CNI plugins.

¢ The CNI plugin is responsible for connecting the container to the network, as
specified by the network configuration.

* Network configuration is supplied to CNI plugins by the container runtime in
JSON format, using standard input.
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e Arguments are provided to the CNI plugin using environment variables. For
example, the CNI_COMMAND variable specifies the operation type that the plugin
should perform. The set of commands is limited and consists of ADD, DEL, CHECK,
and VERSION; the most significant are ADD and DEL, which add a container to the
network and delete it from the network respectively.

For CNI plugins, there are three general types of plugin, which have different
responsibilities during network configuration:

e Interface-creating plugins

¢ IP Address Management (IPAM) plugins, which are responsible for IP address
allocation for containers

¢ Meta plugins, which may act as adapters for other CNI plugins or
provide additional configuration for other CNI plugins or transform their
outputs

Currently, on Windows you can only use the following reference
implementations: the host-local IPAM plugin, the win-bridge and win-
Overlay interface-creating plugins, and the flannel meta plugin. Third-
party plugins can be also used; for example, Microsoft provides the
Azure-CNI plugin for integrating containers with Azure SDN (https://
github.com/Azure/azure-container-networking/blob/master/docs/

cni.md).

In Kubernetes, CNI plugins are used by kubelet when managing a Pod's life cycle to ensure
the connectivity and reachability of the Pod. The most basic operation performed by
Kubelet is executing the ADD CNI command when a Pod is created and the DELETE CNI
command when a Pod is destroyed. CNI plugins may be also used for adjusting the kube-
proxy configuration in some cases.

Choosing the CNI plugin and defining the network configuration for the CNI plugin is
performed during the Pod network add-on installation step when deploying a new cluster.
Most commonly, the installation is performed by the deployment of a dedicated
DaemonSet, which performs the installation of CNI plugins using init containers and runs
additional agent containers on each node if needed. A good example of such an installation
is the official Kubernetes manifest for Flannel: https://github.com/coreos/flannel/blob/

master/Documentation/kube-flannel.yml.
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CoreOS Flannel

When working with Linux/Windows hybrid Kubernetes clusters, especially on-premises,
you will usually install Flannel as a Pod network add-on (https://github.com/coreos/
flannel). Flannel is a minimalistic L2/L3 virtual network provider for multiple nodes,
specifically for Kubernetes and containers. There are three main components in Flannel:

e A flanneld (or flanneld.exe on Windows machines) agent/daemon running
on each node in the cluster, usually deployed as a DaemonSet in Kubernetes. It is
responsible for allocating an exclusive subnet lease for each node out of a larger
Pod's CIDR. For example, in this chapter, we have been heavily using
10.244.0.0/16 as the Pod CIDR in the cluster and 10.244.1.0/24 or
10.244.2.0/24 as subnet leases for individual nodes. Lease information and
node network configuration is stored by flanneld using the Kubernetes API or
directly in et cd. The main responsibility of this agent is synchronizing subnet
lease information, configuring the Flannel backend, and exposing the
configuration (as a file in the container host filesystem) on the node for other
components, such as the Flannel CNI plugin.

e The Flannel backend, which defines how the network between Pods is created.
Examples of backends supported on both Windows and Linux that we have
already used in this chapter are Vxlan and host-gw. You can find more about
Flannel backends at https://github.com/coreos/flannel/blob/master/

Documentation/backends.md.

¢ The Flannel CNI plugin, which is executed by kubelet when adding a Pod to a
network or removing a Pod from a network. The Flannel CNI plugin is a meta
plugin that uses other interface-creating and IPAM plugins to perform the
operations. Its responsibility is to read the subnet information provided by
flanneld, generate JSON configuration for an appropriate CNI plugin, and
execute it. The target plugins choice depends on which backend is used by
Flannel; for example, for a vxlan backend on Windows nodes, the Flannel CNI
plugin will invoke the host-local IPAM plugin and the win-Overlay plugin. You
can find more about this meta plugin in the official documentation: https://
github.com/containernetworking/plugins/tree/master/plugins/meta/

flannel.
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Let's take a look at what happens step by step on a Windows node with Flannel running on
a vxlan backend—from Flannel agent deployment to Pod creation by kubelet (similar steps
occur for Linux nodes but with different target CNI plugins being executed):

1.

The flanneld.exe agent is deployed to the node as a DaemonSet or is started
manually (as the current documentation for Windows suggests).

The agent reads the supplied net-conf. json file, which contains the Pod CIDR
and the vxlan backend configuration:

{

"Network": "10.244.0.0/16",
"Backend": {
"Type": "vxlan",

"VNI": 4096,
"Port": 4789

}

The agent acquires a new subnet lease, 10.244.1.0/24, for the node. Lease
information is stored using the Kubernetes API. The vx1an0 network is created,
VTEP devices are created, and routing tables and forwarding database are
updated.

Information about the subnet lease is written to C: \run\flannel\subnet.env
in the node filesystem. Here's an example:

FLANNEL_NETWORK=10.244.0.0/16
FLANNEL_SUBNET=10.244.1.0/24
FLANNEL_MTU=1472
FLANNEL_TIPMASQ=true

Whenever a new node joins the cluster, the f1anneld.exe agent performs any
additional reconfiguration to the routing tables and forwarding database.

Now, a new Pod is scheduled on this node and kubelet initializes the pod infra
container and executes the ADD command on the Flannel meta CNI plugin with
the configuration JSON, which delegates interface creation to the win-Overlay
plugin and IPAM management to the host-1local plugin. The Flannel CNI
plugin generates the configuration JSON based on subnet . env and input
configuration for these plugins.

A new IP is leased using the host-1local IPAM plugin. Flannel is not
responsible for managing the IPAM, it just retrieves a new free IP address from a
given subnet on the current node.

The win-bridge plugin configures the Host Networking Service (HNS)
endpoint for the Pod and effectively connects the Pod to the Overlay network.
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To summarize, Flannel automates the process of L2/Overlay network creation for Pods and
maintains the network as new Pods are created or new nodes join the cluster. Currently, the
L2 network (the host-gw backend) is considered stable on Windows, whereas the Overlay
network (the vxlan backend) on Windows is still in alpha—you will find both of these
backends useful when working with on-premises Kubernetes clusters. For AKS and AKS-
engine scenarios, the most effective way to install Pod networking is to use the default
Azure-CNI plugin.

Windows Server networking in Kubernetes

At a high level, Kubernetes networking for Windows nodes is similar to Linux
nodes—kubelet is decoupled from networking operations by CNI. The main differences are
in the actual implementation of Windows container networking and in the terminology that
is used for Windows containers.

Windows container networking is set up similar to Hyper-V virtual machine networking,
and in fact it shares many of the internal services, especially Host Networking Service
(HNS), which cooperates with Host Compute Service (HCS), which manages the
containers' life cycles. When creating a new Docker container, the container receives its own
network namespace (compartment) and a Virtual Network Interface Controller (vNIC or
in the case of Hyper-V, isolated containers or vimNIC) located in this namespace. The vINIC
is then connected to a Hyper-V Virtual Switch (vSwitch), which is also connected to

the host default network namespace using the host vNIC. You can loosely map this
construct to the container bridge interface (CBR) in the Linux container world. The
vSwitch utilizes Windows Firewall and the Virtual Filtering Platform (VFP) Hyper-V
vSwitch extension in order to provide network security, traffic forwarding, VXLAN
encapsulation, and load balancing. This component is crucial for kube-proxy to provide
Services' functionalities, and you can think of VFP as iptables from the Linux container
world. The vSwitch can be internal (not connected to a network adapter on the container
host) or external (connected to a network adapter on the container host); it depends on the
container network driver. In the case of Kubernetes, you will be always using network
drivers (L2Bridge, Overlay, Transparent) that create an external vSwitch.

VFP utilizes Windows Kernel functionalities to filter and forward network
traffic. Until Kubernetes 1.8, VFP was not supported by kube-proxy, and
the only way to forward the traffic was to use userspace mode, which
does all the traffic management in the user space, not the kernel space.
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All of the preceding setup is performed by HNS while a container is being created. HNS is
in general responsible for the following:

¢ Creating virtual networks and vSwitches

¢ Creating network namespaces (compartments)

¢ Creating vNICs (endpoints) and placing them inside the container network

namespace

¢ Creating vSwitch ports

¢ Managing VFP network policies (load-balancing, encapsulation)

In the case of Kubernetes, CNI plugins are the only way to set up container networking (for
Linux, it is possible not to use them). They perform the actual communication with HNS
and HCS in order to set up the selected networking mode. Kubernetes' networking setup
has one significant difference when compared to the standard Docker networking setup:
the container vNIC is attached to the pod infra container, and the network namespace is
shared between all containers in the Pod. This is the same concept as for Linux Pods.

These constructs are visualized in the following diagram:
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The architecture of Windows container networking for Kubernetes has one more important
concept: network drivers (modes). In the next section, we will go through the options and
see which of them fit Kubernetes, but first, let's take a quick look at the current limitations
of Kubernetes networking on Windows.

Limitations

Windows container networking is constantly evolving, and the
implementation of many features is still in progress. Kubernetes has currently a few
networking limitations on the Windows platform:

¢ Host networking mode is not available for Windows Pods.
e Accessing NodePort from the node itself is not supported.

e The IPv6 stack is not supported for L2Bridge, L2Tunnel, and Overlay network
drivers.

e ICMP for external networks is not supported. In other words, you will not be
able to ping IP addresses outside of your Kubernetes cluster.

¢ Flannel running on a vxlan backend is restricted to using VNI 4096 and UDP port
4789.

e IPsec encryption for container communication is not supported.
e HTTP proxies are not supported inside containers.

e For Ingress controllers running on Windows nodes, you have to choose a
Deployment that supports both Windows and Linux nodes.

You can expect this list to get shorter because new releases of Windows Server and
Kubernetes are coming.

Choosing Kubernetes network modes

Network modes (drivers) is a concept from Docker that is a part of the Container Network
Model (CNM). This specification was proposed by Docker to solve container networking
setup and management challenges in a modular, pluginable way. Docker's libnetwork is
the canonical implementation of the CNM specification.
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At this point, you are probably wondering how CNM relates to CNI, which solves a similar
problem. Yes, they are competing specifications for container networking! For Linux
containers, the implementations of Docker network drivers and CNI can be considerably
different. However, for Windows containers, network drivers implemented in libnetwork
are a simple shim for HNS that performs all the configuration tasks. CNI plugins, such as
win-bridge and win-Overlay, do exactly the same thing: call the HNS API. This means that
for Windows, Docker network drivers and CNI plugins are in parity and fully depend on
HNS and its native network configurations. If you are interested, you can check out the
libnetwork Windows driver implementation and see how it interacts with HNS: https://

github.com/docker/libnetwork/blob/master/drivers/windows/windows.go

CNI and CNM have a long history and some significant differences. In the
early days of Kubernetes, a decision was made not to use Docker's
libnetwork in favor of CNI as an abstraction for container networking
management. You can read more about this decision in this Kubernetes
bkx;post:https://kubernetes.io/blog/ZOl6/Ol/why—kubernetes—
doesnt-use-libnetwork/. If you are interested in more details about CNI
versus CNM, please refer to this article: https://thenewstack.io/

container-networking-landscape—-cni-coreos-cnm-docker/.

In general, for Windows containers, you can use the terms Docker network driver and HNS
network driver interchangeably.

There are five HNS network drivers that are currently supported by Windows containers:

12bridge
12tunnel
Overlay

¢ Transparent
NAT (not used in Kubernetes)

You can create a new Docker network manually using the following command:

docker network create -d <networkType> <additionalParameters> <name>

Additional parameters are required for some of the network types; you can find more
details in the official documentation: https://docs.microsoft.com/en-us/
virtualization/windowscontainers/container—-networking/network—-drivers—

topologies. The Microsoft SDN repository also provides a simple PowerShell module for
interacting with the HNS API, which you can use to analyze your network
Conﬁguraﬁonjhttps://github.com/microsoft/SDN/blob/master/Kubernetes/windows/
hns.psml.
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You can find the officially supported networking configurations for

Windows containers in the support policy from Microsoft: https://
support.microsoft.com/da-dk/help/4489234/support—-policy-for—

windows—-containers—and-docker-on-premises.

Let's now go through each type of HNS network to understand how they fit Kubernetes,
when to use them, and how they relate to CNI plugins.

L2Bridge

In L2Bridge network mode, containers are connected to a shared external Hyper-V vSwitch,
which gives access to the underlay network. Containers also share the same IP subnet as the
container host, and the container IP addresses must be statically assigned with the same
prefix as the container host IP. MAC addresses are rewritten on ingress and egress to the
host's address (this requires MAC spoofing to be enabled; remember this when testing
Kubernetes clusters on local Hyper-V VMs).

The following CNI plugins use an L2Bridge network:

e win-bridge
e Azure-CNI
¢ Flannel with a host-gw backend (as a meta plugin, it invokes win-bridge)

These are the advantages of L2Bridge:

¢ win-bridge and Flannel (host-gw) are easy to configure
e Stable support in Windows
¢ Best performance

These are the disadvantages of L2Bridge:

¢ L2 adjacency between nodes is required

L2Tunnel

L2Tunnel network mode is a special case of L2Bridge in which all network traffic from
containers is forwarded to the virtualization host in order to apply SDN policies. This
network type is intended to be used in Microsoft Cloud Stack only.

[182]


https://support.microsoft.com/da-dk/help/4489234/support-policy-for-windows-containers-and-docker-on-premises
https://support.microsoft.com/da-dk/help/4489234/support-policy-for-windows-containers-and-docker-on-premises
https://support.microsoft.com/da-dk/help/4489234/support-policy-for-windows-containers-and-docker-on-premises
https://support.microsoft.com/da-dk/help/4489234/support-policy-for-windows-containers-and-docker-on-premises
https://support.microsoft.com/da-dk/help/4489234/support-policy-for-windows-containers-and-docker-on-premises
https://support.microsoft.com/da-dk/help/4489234/support-policy-for-windows-containers-and-docker-on-premises
https://support.microsoft.com/da-dk/help/4489234/support-policy-for-windows-containers-and-docker-on-premises
https://support.microsoft.com/da-dk/help/4489234/support-policy-for-windows-containers-and-docker-on-premises
https://support.microsoft.com/da-dk/help/4489234/support-policy-for-windows-containers-and-docker-on-premises
https://support.microsoft.com/da-dk/help/4489234/support-policy-for-windows-containers-and-docker-on-premises
https://support.microsoft.com/da-dk/help/4489234/support-policy-for-windows-containers-and-docker-on-premises
https://support.microsoft.com/da-dk/help/4489234/support-policy-for-windows-containers-and-docker-on-premises
https://support.microsoft.com/da-dk/help/4489234/support-policy-for-windows-containers-and-docker-on-premises
https://support.microsoft.com/da-dk/help/4489234/support-policy-for-windows-containers-and-docker-on-premises
https://support.microsoft.com/da-dk/help/4489234/support-policy-for-windows-containers-and-docker-on-premises
https://support.microsoft.com/da-dk/help/4489234/support-policy-for-windows-containers-and-docker-on-premises
https://support.microsoft.com/da-dk/help/4489234/support-policy-for-windows-containers-and-docker-on-premises
https://support.microsoft.com/da-dk/help/4489234/support-policy-for-windows-containers-and-docker-on-premises
https://support.microsoft.com/da-dk/help/4489234/support-policy-for-windows-containers-and-docker-on-premises
https://support.microsoft.com/da-dk/help/4489234/support-policy-for-windows-containers-and-docker-on-premises
https://support.microsoft.com/da-dk/help/4489234/support-policy-for-windows-containers-and-docker-on-premises
https://support.microsoft.com/da-dk/help/4489234/support-policy-for-windows-containers-and-docker-on-premises
https://support.microsoft.com/da-dk/help/4489234/support-policy-for-windows-containers-and-docker-on-premises
https://support.microsoft.com/da-dk/help/4489234/support-policy-for-windows-containers-and-docker-on-premises
https://support.microsoft.com/da-dk/help/4489234/support-policy-for-windows-containers-and-docker-on-premises
https://support.microsoft.com/da-dk/help/4489234/support-policy-for-windows-containers-and-docker-on-premises
https://support.microsoft.com/da-dk/help/4489234/support-policy-for-windows-containers-and-docker-on-premises
https://support.microsoft.com/da-dk/help/4489234/support-policy-for-windows-containers-and-docker-on-premises
https://support.microsoft.com/da-dk/help/4489234/support-policy-for-windows-containers-and-docker-on-premises
https://support.microsoft.com/da-dk/help/4489234/support-policy-for-windows-containers-and-docker-on-premises
https://support.microsoft.com/da-dk/help/4489234/support-policy-for-windows-containers-and-docker-on-premises
https://support.microsoft.com/da-dk/help/4489234/support-policy-for-windows-containers-and-docker-on-premises
https://support.microsoft.com/da-dk/help/4489234/support-policy-for-windows-containers-and-docker-on-premises

Kubernetes Networking Chapter 5

The following CNI plugins use L2Tunnel network:
e Azure-CNI
These are the advantages of L2Tunnel:

e Used in AKS and AKS-engine on Azure, and there is stable support.
* You can leverage the features provided by Azure Virtual Network (https://

azure.microsoft.com/en-us/services/virtual-network/).
These are the disadvantages of L2Tunnel:

e It can only be used on Azure

Overlay

Overlay network mode creates a VXLAN Overlay network using VFP at an external Hyper-
V vSwitch. Each Overlay network has its own IP subnet, determined by a customizable IP
prefix.

The following CNI plugins use the Overlay network:

¢ win-Overlay
e Flannel with a vxlan backend (as a meta plugin, it invokes win-Overlay)

These are the advantages of Overlay:

¢ No limitations in subnet organization.
¢ No need for L2 adjacency of nodes. You can use this mode in L3 networks.
¢ Increased security and isolation from the underlay network.

These are the disadvantages of Overlay:

e It's currently in the alpha feature stage on Windows.
® You are restricted to specific VNI (4096) and UDP port (4789).
e Worse performance than L2Bridge.

[183 ]


https://azure.microsoft.com/en-us/services/virtual-network/
https://azure.microsoft.com/en-us/services/virtual-network/
https://azure.microsoft.com/en-us/services/virtual-network/
https://azure.microsoft.com/en-us/services/virtual-network/
https://azure.microsoft.com/en-us/services/virtual-network/
https://azure.microsoft.com/en-us/services/virtual-network/
https://azure.microsoft.com/en-us/services/virtual-network/
https://azure.microsoft.com/en-us/services/virtual-network/
https://azure.microsoft.com/en-us/services/virtual-network/
https://azure.microsoft.com/en-us/services/virtual-network/
https://azure.microsoft.com/en-us/services/virtual-network/
https://azure.microsoft.com/en-us/services/virtual-network/
https://azure.microsoft.com/en-us/services/virtual-network/
https://azure.microsoft.com/en-us/services/virtual-network/
https://azure.microsoft.com/en-us/services/virtual-network/
https://azure.microsoft.com/en-us/services/virtual-network/
https://azure.microsoft.com/en-us/services/virtual-network/
https://azure.microsoft.com/en-us/services/virtual-network/
https://azure.microsoft.com/en-us/services/virtual-network/

Kubernetes Networking Chapter 5

Transparent

The last HNS network type that is supported in Kubernetes on Windows is Transparent.
Containers attached to the Transparent network will be connected to external Hyper-V
vSwitch with statically or dynamically assigned IP addresses from the physical network. In
Kubernetes, this network type is used for supporting OVN where intra-Pod communication
is enabled by logical switches and routers.

The following CNI plugins use the Transparent network:
e ovn-kubernetes
These are the disadvantages of the Transparent network:

e If you would like to use this network type in Kubernetes hosted on-premises,
you have to deploy OVN and Open vSwitches, which is a complex task on its
own.

Summary

In this chapter, you have learned about the principles of networking in Kubernetes. We
have introduced the Kubernetes networking model and the requirements that any model
implementation must fulfill. Next, we analyzed the two most important network model
implementations from a Windows perspective: the L2 network and Overlay network. In the
previous chapter, you were introduced to Service API objects, and in this chapter, you
gained a deeper insight into how Services are implemented with regard to the networking
model. And eventually, you learned about Kubernetes networking on Windows nodes,
CNI plugins, and when to use each plugin type.

The next chapter will focus on interacting with Kubernetes clusters from Windows
machines using Kubernetes command-line tools, namely kubectl.

Questions

What are the requirements for implementing the Kubernetes network model?
When can you use Flannel with a host-gw backend in Kubernetes?
What is the difference between the ClusterIP and the NodePort Service?

What are the benefits of using an Ingress controller over the LoadBalancer
Service?

Ll e
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5.
6.
7.
8.

What are CNI plugins and how are they used by Kubernetes?

What is the difference between internal and external Hyper-V vSwitches?
What is the difference between the CNI plugin and a Docker network driver?
What is an Overlay network?

You can find answers to these questions in Assessments in the back matter of this book.

Further reading

For more information regarding Kubernetes concepts and networking, please refer to the
following Packt books and resources:

The Complete Kubernetes Guide (https://www.packtpub.com/virtualization-
andfcloud/completefkubernetesfguide).

Getting Started with Kubernetes — Third Edition (https://www.packtpub.com/
virtualizationfandfcloud/gettingfstartedfkubernetesfthirdfedition).
Kubernetes for Developers (https://www.packtpub.com/virtualization-and-
cloud/kubernetes-developers).

Hands-On Kubernetes Networking (video) (https://www.packtpub.com/
virtualization-and-cloud/hands-kubernetes-networking-video).

You can also refer to the excellent official Kubernetes documentation (https://
kubernetes.io/docs/concepts/cluster-administration/networking/), which
is always the most up-to-date source of knowledge about Kubernetes in general.
For Windows-specific networking scenarios, the official Microsoft Virtualization
documentation is recommended: https://docs.microsoft.com/en-us/
virtualization/windowscontainers/kubernetes/network-topologies for
Kubernetes and https://docs.microsoft.com/en-us/virtualization/
windowscontainers/container-networking/architecture for Windows
container networking in general.
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Interacting with Kubernetes
Clusters

As a Kubernetes cluster user or operator, you need to interact with the Kubernetes API to
manage Kubernetes Objects or debug applications running in the cluster. Generally, there
are two ways to communicate with the Kubernetes API: you can use representational state
transfer (RESTful) HTTPS endpoints directly—for example, for programmatic access—or
you can use kubectl, which is the Kubernetes command-line tool (or command-line
interface (CLI)). In general, kubectl wraps RESTful API communication and hides the
complexity regarding locating and authenticating to the Kubernetes API server. Operations
such as creating or listing Kubernetes Objects and executing into Pod containers are
available as neatly organized kubectl sub-commands—you can use these commands when
performing ad hoc operations on your cluster or as a part of continuous
integration/continuous deployment (CI/CD) for your applications.

In this chapter, we will provide you with a better understanding of how to install kubectl
on a Windows machine and how to manage multiple Kubernetes clusters using kubectl.
You will also learn the most common and useful kubectl commands for managing
Kubernetes Objects and debugging containerized applications.

This chapter consists of the following topics:

e Installing Kubernetes command-line tooling
e Accessing Kubernetes clusters

e Working with development clusters

¢ Looking at common kubectl commands
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Technical requirements

For this chapter, you will need the following installed:

Windows 10 Pro, Enterprise, or Education (version 1903 or later, 64-bit)
Docker Desktop for Windows 2.0.0.3, or later

Chocolatey package manager for Windows (https://chocolatey.org/)
The Azure CLI

Installation of Docker Desktop for Windows and system requirements are covered
in chapter 1, Creating Containers.

Using the Chocolatey package manager is not mandatory, but it makes the installation
process and application version management much easier. The installation process is
documented here: https://chocolatey.org/install.

For the Azure CLI, you can find detailed installation instructions in chapter 2, Managing
State in Containers.

To follow along using Azure Kubernetes Service (AKS), you will need your own Azure
account and AKS instance created. If you haven't already created the account for previous
chapters, you can read more about how to obtain a limited free account for personal use
here: https://azure.microsoft.com/en-us/free/. AKS cluster deployment is covered in
Chapter 4, Kubernetes Concepts and Windows Support. You can also use the PowerShell script
provided in that chapter.

You can download the latest code samples for this chapter from the official GitHub
repository: https://github.com/PacktPublishing/Hands-On-Kubernetes-on-Windows/
tree/master/Chapter06.

Installing Kubernetes command-line tooling

Kubectl is available on a variety of operating systems, including Windows. If you have
experience with using kubectl on Linux, you can expect that the only difference will be the
installation process—the commands and basic principles remain the same. For Windows,
you have several options for kubectl installation, as follows:

¢ Download the kubectl binary directly.
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e Use the PowerShell Gallery (https://www.powershellgallery.com/).

e Use third-party Windows package managers: Chocolatey (https://chocolatey.

org/) or Scoop (https://scoop.sh/).

Kubectl can also be installed automatically by Docker Desktop for
Windows while creating a local development Kubernetes cluster
(executable installed in C: \Program
Files\Docker\Docker\Resources\bin\kubectl.exe) or using the
Azure CLI when creating the AKS cluster instance (using the az aks
install-cli command, which installs kubectlin ~/.azure-
kubectl/kubectl.exe). This may create conflicts with already installed
kubectl instances in different locations—you can always check which
kubectl installation is used in PowerShell by using the (Get-Command
kubectl) .Path command. Switching to a different kubectl installation
requires the PATH environment to be modified and the desired precedence
to be ensured.

You can find detailed instructions for all installation types in the official

documentation: https://kubernetes.io/docs/tasks/tools/install-kubectl/. We will
demonstrate how to install kubectl using Chocolatey, as this is the easiest and the most
convenient way to install kubectl on Windows. Follow these steps:

1.

If you haven't installed the Chocolatey package manager already, you can find
the instructions to do so here: https://chocolatey.org/install.

Open the PowerShell window as Administrator, and install kubectl using the
following command:

choco install kubernetes-cli

If you need to upgrade kubectl to the latest version, use the following command:

choco upgrade kubernetes-cli

Verify that kubectl has been installed, using—for example—the following
command:

kubectl version
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According to the Kubernetes version skew support policy, you should use
a version of kubectl that is within one minor version (older or newer) of
kube-apiserver. For example, kubectl 1.15 is guaranteed to work with
kube-apiserver 1.14, 1.15, and 1.16. It is advised that you use the latest
kubectl version for your cluster whenever possible.

Please note that the version of kubectl installed from Chocolatey may sometimes be older
than the latest available stable version. In this case, if you need the latest stable version,
follow the instructions for downloading the kubectl binary directly.

In the next section, we are going to demonstrate how you can organize access to multiple
Kubernetes clusters.

Accessing Kubernetes clusters

By default, kubectl uses the kubeconfig file located in ~\ . kube\config (note that we call
it kubeconfig, but the filename is config), which on Windows machines expands to
C:\Users\<currentUser>\.kube\config. This YAML configuration file contains all the
parameters required for kubectl to connect to the Kubernetes API for your cluster. This
configuration file may be also used by different tools than kubectl—for example, Helm.

You can use the KUBECONFIG environment variable or the ——kubeconfig
flag for individual commands to force kubectl to use a different
kubeconfig. For the KUBECONF IG environment variable, it is possible to
specify multiple kubeconfig and merge them in runtime. You can read

more about this feature in the official documentation: https://
kubernetes.io/docs/concepts/configuration/organize-cluster—

access-kubeconfig/#merging-kubeconfig-files. Please note that, for
Windows, you should specify KUBECONFIG paths separated by a
semicolon, contrary to Linux, where you use a colon.

Coordinating access to multiple Kubernetes clusters is organized in kubeconfig using
contexts. Each context contains the following information:

e Cluster: The address of the Kubernetes API server.

e User: The name of the user, which maps to user credentials (specified in
kubeconfig).

e Namespace: Optionally, you can provide the default namespace to use.
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If you have been following the previous chapters, where we demonstrated the installation
of Minikube and the local Kubernetes cluster in Docker Desktop for Windows, you have
already used contexts that have been automatically added during installation of these
clusters. When using kubect], there is always one context marked as current. You can see
the current context using the following command:

PS C:\src> kubectl config current-context
minikube

Listing all of the available contexts in your kubeconfig can be done in the following way:

PS C:\src> kubectl config get-contexts
CURRENT NAME CLUSTER AUTHINFO
NAMESPACE

aks-windows—-cluster aks-windows—-cluster clusterUser_aks-
windows—-resource—group_aks-windows—-cluster

docker—-desktop docker—-desktop docker—-desktop
docker-for—-desktop docker—-desktop docker—-desktop
* minikube minikube minikube

If you would like to switch to a different context, for example, docker-desktop, execute
the following command:

PS C:\src> kubectl config use-context docker-desktop
Switched to context "docker-desktop".

You can modify the existing contexts or add your own contexts manually from the
command line. For example, the following command will add a new context, docker-
desktop-kube-system, which will connect to the docker-desktop cluster and use
the kube-system namespace by default:

kubectl config set-context docker—-desktop-kube-system °
——cluster docker-desktop °
—-user docker-desktop °
——namespace kube-system

When you switch to the new context and run any command, for example, kubectl get
pods, it will be executed against the kube-system namespace.

At any given time, you can override the current context settings using ——
cluster, -—user, ——namespace, or even —-context flags for kubectl
commands.
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Typically, when working with managed Kubernetes providers or local development tools,
the config will be either served as a separate file to download and use via the KUBECONFIG
environment variable, or merged directly into the current kubeconfig as a new context
(this is what the az aks get-credentials command does, in the case of AKS). If
needed, you can perform merging of kubeconfigs manually, using the following
PowerShell command:

$env:KUBECONFIG="c: \path\to\config; ~\.kube\config"
kubectl config view —-raw

The output of this command can be used as a new default kubeconfig—you should verify
if the result is valid before overwriting the default configuration file. You can use the
following code snippet to overwrite the default kubeconfig with a merged one:

$env:KUBECONFIG="c: \path\to\config; ~\.kube\config"
kubectl config view —-raw > ~\.kube\config_ new
Move-Item -Force ~\.kube\config_new ~\.kube\config

Remember about the kubeconfig merging precedence rules: the value in the first file wins
if the same key is found in both files.

Now you know how to manage access to Kubernetes clusters using kubeconfig and kubectl
contexts, let's focus on strategies for working with development clusters.

Working with development clusters

Developing applications for Kubernetes introduces some unique challenges that are not
present for classical development pipelines. The perfect solution would be introducing
minimal changes to the pipelines and processes, but, unfortunately, it is not as simple as
that. First of all, you need to maintain a development Kubernetes cluster where you deploy,
test, and debug your applications. Secondly, you have to containerize your applications
and deploy them to the dev cluster, possibly with more flexibility and access than in a
secure production cluster.

Informally, for Kubernetes applications development, you have four modes (concepts) that
have been illustrated in the following diagram:
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Remote environment

Kubernetes cluster

" Two-way proxy "

Development
Kubernetes cluster Kubernetes cluster €lop
environment
Development Development
Kubernetes cluster €lop €lop
environment environment

Development
environment

Local environment

Fully offline Proxied Remote Fully online

Let's have a look at these four modes:

e Fully offline: In a fully offline (local) environment, your development
environment and Kubernetes cluster are hosted locally on your machine. A good
example of such a configuration is a Minikube or Docker Desktop for Windows
local Kubernetes cluster. In both cases, the Kubernetes cluster is hosted in a
dedicated local virtual machine (VM). This development workflow requires the
building of Docker images, pushing them to an image registry (local or remote),
and using kubectl to deploy the application. You can, of course, leverage the fact
that the cluster is running locally, and log in to the cluster nodes and debug the
Pod containers. From a Windows containers' perspective, this requires running a
full, hybrid Linux/Windows Kubernetes cluster on Hyper-V VMs. This setup
requires a local machine that is capable of running at least two VMs: one for the
Linux master and one for the Windows worker node. We will be deploying a
fully functional hybrid cluster in chapter 7, Deploying Hybrid On-Premises
Kubernetes Cluster.
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The deployment strategies that are presented in the next chapters can be
used for both development and production clusters. The disadvantage of
this approach for development is the significant amount of configuration
compared to Minikube or other fully offline solutions. Unfortunately, at
this point, there are no easy turnkey solutions for hybrid development
clusters—if you need a cluster for development as soon as possible, the
fully managed AKS is the best option.

¢ Proxied: When using a proxied environment, your Kubernetes cluster is hosted
on a remote machine (but it can be also hosted on local VMs!). The development
environment is still on your local machine, but you have a two-way network
proxy configured so that you can run and debug your applications as if you were
"inside" of a Pod in the cluster. In other words, you can simplify your
development workflow and skip Docker overhead for development and
debugging scenarios. This can be achieved using tools such as Telepresence
(https://www.telepresence.io/). Unfortunately, Windows is currently
supported only through Windows Subsystem for Linux, which means that there
is no native Windows support.

¢ Remote: The next mode is remote, whereby you develop locally against a remote
cluster, either hosted in your local data center or as a managed Kubernetes
offering. This is similar to using a fully offline environment, but you have to
beware of extra costs of using managed Kubernetes clusters and limited access to
Kubernetes nodes. For Windows, if you are running AKS, you will not be able to
log in to the Linux master, but, if you are deploying using AKS engine on bare
Azure VMs, you can access both the Linux master and the Windows nodes. The
advantage of this environment type is that you can leverage all cloud
integrations for Kubernetes, such as LoadBalancer Services or Cloud Volumes.
We will be covering AKS engine deployment in chapter 8, Deploying Hybrid
Azure Kubernetes Service Cluster.

¢ Fully Online: In fully online mode, your development environment, together
with the Kubernetes cluster, is hosted remotely. Good examples of such an
approach are Eclipse Che (https://www.eclipse.org/che/docs/) and Azure
]DeV'SpaCES(https://docs.microsoft.com/enfus/azure/devfspaces/aboutx
which fully integrates with Visual Studio Code. Support for Windows nodes is

still in development at this point and requires manual configuration (https://
docs.microsoft.com/en-us/azure/dev-spaces/how-to/run-dev-spaces—

windows-containers). In the future, this is the best candidate for offering a
seamless Kubernetes development life cycle for Windows containers. We will
cover Azure Dev Spaces in chapter 12, Development Workflow with Kubernetes.
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There are many tools that can boost your Kubernetes application
development productivity and reduce the overhead of having "another
cluster in the middle of everything". For example, for Windows support,
you may want to check out Azure Draft (https://draft.sh/), which
simplifies the development pipeline using auto-generated Helm charts for
your application, or ksync (https://ksync.github.io/ksync/), which can
be used for syncing your local code/binary changes to Pod containers,
without a need for redeployment.

In the next section, we will take a quick look at the most common and useful kubectl
commands that you should have in your toolbox.

Looking at common kubectl commands

Kubectl is a powerful tool that provides most of the functionalities you will ever need when
interacting with Kubernetes clusters. All of the kubectl commands follow the same syntax,
as shown in the following code snippet:

kubectl [command] [type] [name] [flags]

# Example:
kubectl get service kube-dns —--namespace kube-system

[command], [type], [name], and [flags] are defined as follows:

e [command] specifies the operation—for example get, apply, delete.

e [type] is the resource type (a detailed list can be found in the documentation:
https://kubernetes.io/docs/reference/kubectl/overview/#resource-
types), specified in singular, plural, or abbreviated form (case-insensitive)—for
example, service, services, sve. You can find more information about each
resource by using the kubectl explain [type] command.

¢ [name] determines the name of the resource (case-sensitive). If the command
allows the name to be omitted, the operation will be applied to all resources of a
given type.

e [flags] specifies the additional flags, which are either specific for a command
or global for kubectl—for example, ~—namespace kube-system.

You can always use kubectl help or kubectl [command] --help to access
comprehensive documentation on how each command works and what the available flags
are. The official reference for kubectl can be found here: https://kubernetes.io/docs/

reference/generated/kubectl/kubectl-commands.
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The terms resource and object are often used in Kubernetes
interchangeably, although there are some differences considering
Kubernetes internals. Objects are Kubernetes system entities (abstract
concepts), whereas resources are the actual RESTful API resources that
provide a representation of objects.

Some of the commands, such as get or create, allow you to specify the output format
using the —o or ——output flag. For example, you can use -0 json to force JSON output
format, or -o jsonpath=<template> to extract information using JSONPath templates.
This is especially useful when implementing automation based on kubectl commands. You
can find more information about output types here: https://kubernetes.io/docs/

reference/kubectl/overview/#output-options.

For Bash and Zsh, you can increase your kubectl productivity by

using autocompletion (https ://kubernetes.io/docs/tasks/tools/install-kubectl/
#enabling-shell-autocompletion). For Windows, there is no autocompletion support for
PowerShell yet, but, if you manage your Kubernetes cluster using Windows Subsystem for
Linux, you can install Bash autocompletion as well.

Creating resources

In chapter 4, Kubernetes Concepts and Windows Support, we have explained the ideas behind
imperative and declarative resource management in Kubernetes. In short, when using
imperative management, you rely on commands that create, delete, and replace resources
(think of commands in a script). On the other hand, in declarative management, you only
describe the desired state of a resource, and Kubernetes performs all the required actions to
transform the current state of a resource to the desired one.

Creating a Kubernetes resource in an imperative way can be done using the kubect1
create -f <manifestFile> command. For the declarative way, you have to use
kubectl apply -f <manifestFile>.Note thatyou can apply the -R flag and process a
directory recursively instead of a single file. Let's demonstrate this on an example
Deployment manifest file for Linux nginx Pods, which you can download from the GitHub
repository for this book: https://github.com/PacktPublishing/Hands-On-Kubernetes-
on-Windows/blob/master/Chapter06/01_deployment—-example/nginx—-deployment.yaml.

Assuming that you saved the manifest file as nginx-deployment.yaml in the current
directory, use PowerShell to execute the following command to create a nginx-
deployment-example Deployment:

kubectl create -f .\nginx-deployment.yaml
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You can use the URL for manifest files directly in kubectl—for

example, kubectl create -f
https://raw.githubusercontent.com/PacktPublishing/Hands-0
n-Kubernetes-on-Windows/master/Chapter06/01_deployment—
example/nginx-deployment .yaml. Remember to always verify the
contents of the manifest file, especially from a security perspective, before
deploying them to your cluster.

You can achieve the same using the kubectl apply command, as follows:
kubectl apply —-f .\nginx-deployment.yaml

At this point, these commands behave in the same way: they just create the Deployment.
But now, if you modify the nginx-deployment . yaml file so that the number of replicas is
increased to 4, check what happens for the kubectl create and kubectl apply
commands:

PS C:\src> kubectl create —-f .\nginx-deployment.yaml

Error from server (AlreadyExists): error when creating ".\\nginx-
deployment .yaml": deployments.apps ''nginx—deployment-—-example" already
exists

PS C:\src> kubectl apply -f .\nginx-deployment.yaml
deployment . apps/nginx—-deployment—-example configured

Creating the Deployment imperatively is not possible because it has been already
created—you would have to replace it. In the case of a declarative apply command, the
change has been accepted, and the existing Deployment has been scaled to 4 replicas.

For declarative management, kubectl offers the kubect1 diff command, which shows the
difference between the current state of resources in the cluster and in the manifest file. Note
that you need to have the diff tool in your PATH environment variable or use any other
file-compare tool—for example, Meld (http://meldmerge.org/)—and specify it using

the KUBECTL_EXTERNAL_DIFF environment variable. Increase the number of replicas to
5in nginx-deployment.yaml, and check the comparison result, as follows:

$env:KUBECTL_EXTERNAL DIFF="meld"
kubectl diff —-f .\nginx-deployment.yaml
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You can immediately see in the following screenshot which properties will be affected if
you execute kubectl apply:

8] [LIVE-508420957] apps.v1.Deployment.default.nginx-deployment-example — [MERGED-259885336] apps.v1.Deployment.default.nginx-deployment-example

Meld File Edit Changes View

o 5 Y @
LIVE-508420...D-259885336 [LIVE-50842...ent-example
£ apps.v1.Depl default.nginx-depl it pl = £ apps.v1.Deployment.default.nginx-deploys
apiVersion: apps/vl apiVersion: apps/vl
kind: Deployment kind: Deployment
metadata: metadata:
annotations: annotations:
deployment.kubernetes.io/revision: "1" deployment.kubernetes.io/
kubectl.kubernetes.io/last-appli configuration: | kubectl.kubernetes.io/last
{"apiVersion": :"Deployment", "metadata": {"annotations":{}, "name":"nginx-deployme {"apiVersion":"apps/v1l" ]
creationTimestamp: "2019-09-30T06:21:392" creationTimestamp: "2019-094
generation: 3 - 4-] generation: 4
name: nginx-deployment-example name: nginx-deployment-examy
namespace: default namespace: default
resourceVersion: "225961" resourceVersion: "225961"
selfLink: /apis/apps/vl/namespaces/default/deployments/nginx-deployment-example selfLink: /apis/apps/vl/namg
uid: 902a0055-e34a-11e9-b4da-00155d009008 uid: 902a0055-e34a-11e9-b4dd
spec: spec:
progressDeadlineSeconds: 600 progressDeadlineSeconds: 60
replicas: 4 - + replicas: 5
revisionHistoryLimit: 10 revisionHistoryLimit: 10
selector: selector:

A general rule of thumb is that you should stick to declarative resource management
whenever possible and leave imperative commands only for development/hacking
scenarios. For fully declarative management of your Kubernetes applications, consider
kubectl with Kustomize. You can read more about this approach at: https://kubernetes.

io/docs/tasks/manage-kubernetes-objects/kustomization/.

Deleting resources

In order to delete resources, you can use the kubectl delete [type] [name]
command. This is also one of the imperative commands that are still recommended to be
used in declarative cluster management, as it is more explicit. Using kubectl apply with
the ——prune flag is more dangerous, as you can accidentally delete more resources.

Use the following command to delete the nginx-deployment-example Deployment:
kubectl delete deployment nginx-deployment-example

You can specify the --al1 flag instead of the resource name if you want to delete all
resources of a given type.
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Describing and listing resources

The next command that you will often use is kubectl get [type] [name], which shows
detailed information about resource(s) of a given type. For example, in order to list Pods in
the default namespace for the current context, execute the following command:

kubectl get pods

You can use the ——all-namespaces or ——namespace=<namespace> global flags, which
allow you to show resources from other namespaces, as illustrated in the following code
snippet:

kubectl get pods —--all-namespaces

By default, this command shows limited, predefined columns. You can see more details by
using the —o wide flag, as follows:

kubectl get pods -o wide

In some cases, you will find it useful to watch resources. The following command lists all
the Pods and periodically refreshes the view with the latest data:

kubectl get pods --watch

There is also a different command, kubectl describe, which can be used for showing
resource details, as illustrated in the following code snippet:

kubectl describe pod nginx-deployment-example-7f5cfc59d6-2bvvx

The difference between the get and describe commands is that get shows a pure
representation of a resource from Kubernetes API, whereas describe prepares a detailed
description, including events, controllers, and other resources.

kubectl get supports different outputs than tables—for example, -0 json or -o yaml,
which are good for integrations with other tools or dumping a resource state to file, as
illustrated in the following code snippet:

kubectl get pod nginx—-deployment-example-7f5cfc59d6-2bvvx -o yaml

If you need more processing of the output, you can use JSONPath (https://github.com/
json-path/JsonPath), which is integrated into kubectl. For example, the following
expression will list all container images being used in Pods in the cluster:

kubectl get pods --all-namespaces -o
jsonpath="{.items[*] .spec.containers[*].image}"
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And lastly, you may find it useful to list all resources from all namespaces with just a single
command, as follows:

kubectl get all --all-namespaces

This should always give you a good overview of what is happening in the cluster!

Editing resources

As mentioned earlier in this section, imperative editing of Kubernetes resources is generally
discouraged. kubectl edit is a combination of kubectl get, opening your favourite
text editor, and kubectl apply of the modified manifest file, as illustrated in the
following code block:

kubectl edit deployment nginx-deployment-example

On a Windows machine, this command will open notepad.exe (or any other editor, if you
specify the EDITOR or KUBE_EDITOR environment variables) with the current state

of nginx—-deployment-example. After editing, save the file, close the editor, and your
changes will be applied.

Another approach is using patches, which can be used in declarative management.
kubectl patch updates a resource by merging the current resource state and a patch that
contains only the modified properties. A common use case for patching is when you need
to enforce a node selector for an existing DaemonSet in hybrid Linux/Windows clusters.
The following JSON patch can be used for ensuring that a DaemonSet such as Flannel or
kube-proxy is running only on Linux nodes:

{

"spec": {
"template": {
"spec": {
"nodeSelector": {
"beta.kubernetes.io/os": "linux"

}
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It is possible to use YAML patches as well, but, unfortunately, due to PowerShell escaping
rules, we cannot demonstrate this for the beta.kubernetes.io/os selector. JSON still
requires additional preprocessing in PowerShell.

In order to apply this patch to an nginx-deployment-example Deployment, save the
patch as a linux-node-selector. json file and run the following command:

$patch $ (cat .\linux-node-selector.json)
$patch = $patch.replace('"', '\"')
kubectl patch deployment nginx-deployment-example —-patch "$patch"

You can find more about the patching of resources and merge types in the official
documentation: https://kubernetes.io/docs/tasks/run-application/update-api-
object-kubectl-patch/.

Running an ad hoc Pod

In debugging scenarios, you may find it useful to run an ad hoc Pod and attach to it. You
can perform this using the kubectl run command—note that this command can generate
different resources, but all generators apart from the Pod are deprecated. The following
snippet will create a busybox-debug Pod with one busybox container, and run an
interactive Bourne shell session in the container:

kubectl run --generator=run-pod/vl busybox-debug -i —--tty —-—-image=busybox -
-rm —--restart=Never —-- sh

When the shell prompt appears, you can perform actions from inside of the cluster—for
example, pinging internal IPs. When you exit the shell, the container will be automatically
removed.

You can use a similar approach to create an interactive PowerShell Pod for Windows nodes.

Accessing Pod container logs

Container logs provide crucial information when debugging applications running on
Kubernetes. You can access Pod container logs using the kubectl logs command, similar
to how you would for the Docker CLI, as follows:

kubectl logs etcd-docker-desktop —-n kube-system
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This will work if the Pod is running only one container. If the Pod consists of more than one
container, you need to use the ——container or the -—all-containers flag.

Additionally, you may want to tail n last lines of logs (-—tail=n flag) and enable live
streaming of logs (--follow flag), as illustrated in the following code snippet:

kubectl logs etcd-docker-desktop —-n kube-system —--tail=10 --follow

Execcing into a Pod container

When debugging applications running on Kubernetes, you can exec into containers
running in Pods, just as for bare Docker containers. For example, to list all files in the
current working directory of the container, use the following kubectl exec command:

kubectl exec nginx—-deployment-example-5997d7d5fb-p9fbn -- 1ls -al

It is possible to attach an interactive Terminal and run a Bash session too, as follows:

kubectl exec nginx-deployment-example-5997d7d5fb-p9fbn -it bash

For multi-container Pods, you have to use the ——container flag, or the first container in
the Pod will be chosen.

Copying Pod container files

Kubectl gives you the possibility to copy files between your machine and Pod containers (in
both ways), analogously to the Docker CLI. For example, to copy the /var/log/dpkg.log
file from a container running in the nginx-deployment-example-5997d7d5fb—

p9fbn Pod to your current directory, execute the kubectl cp command, as follows:

kubectl cp nginx-deployment-example-5997d7d5fb-p9fbn:/var/log/dpkg.log
dpkg.log

In general, if you use a Pod container as a source or destination, you need to specify the
Pod name and container filesystem path, separated by a colon (:). As for other commands,
if the Pod is running multiple containers, you need to use the ——container flag or the first
container will be chosen.
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Port forwarding and proxying traffic

Kubectl can act as a simple proxy for accessing your Kubernetes cluster. Use port
forwarding to Pods if you need to directly communicate from your local machine to a given
port on the Pod. This is achieved without manually exposing Service Objects by using

the kubectl port-forward command. The command can be used for forwarding to an
automatically selected Pod based on other Objects selectors—for example, Deployment, as
follows:

kubectl port-forward deployment/nginx-deployment-example 7000:80

This command will forward all traffic from your local machine port 7000 to port 80 for one
Pod in an nginx-deployment-example Deployment. Navigate to
http://localhost:7000 to verify that the default nginx page is accessible. Terminate the
port-forwarding command when you are done.

Additionally, kubectl can provide access to the Kubernetes API server for your local
machine. Use the kubectl proxy command to expose the API at port 8080, as follows:

kubectl proxy ——-port=8080

Now, when you navigate
tohttp://localhost:8080/api/vl/namespaces/default/pods in your browser, you
will see the Pod Objects that are currently running in the cluster. Congratulations—you
have successfully set up kubectl port forwarding!

Summary

In this chapter, you have learned how to install and use the Kubernetes command-line tool,
kubectl. We have covered how to organize accessing multiple Kubernetes clusters using
kubectl contexts, what are the possible strategies for working with development clusters,
and how they fit Windows clusters. On top of that, you now know the basic kubectl
commands and a few techniques that can be used for debugging applications running on
Kubernetes: running ad hoc Pods, accessing Pod container logs, performing exec into a Pod
container, and copying files between your local machine and the Pod container.

The next chapter will focus on the deployment of hybrid Linux/Windows Kubernetes
clusters in on-premises scenarios. We will demonstrate how to create a fully functional,
multi-node cluster on your local machine using Hyper-V VMs.
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Questions

What is kubeconfig?

How would you set up a custom kubeconfig location for kubectl?
What is the role of context in kubect]?

What is the difference between kubectl create and kubectl apply
commands?

What is a kubectl resource patch, and when would you use it?

Ll

SRS

What is the command to show live logs from a Pod container?

7. How would you copy a file between your local machine and a Pod container
using kubectl?

You can find answers to these questions in Assessments of this book.

Further reading

¢ For more information regarding Kubernetes concepts and the Kubernetes CLI,
please refer to the following Packt books:

o The Complete Kubernetes Guide (https://www.packtpub.com/
virtualization—and—cloud/complete—kubernetes—guide)

e Getting Started with Kubernetes — Third Edition (https://www.
packtpub.com/virtualization-and-cloud/getting—started-
kubernetes-third-edition)

o Kubernetes for Developers (https://www.packtpub.com/

virtualization-and-cloud/kubernetes-developers)

* You can also refer to the excellent official Kubernetes documentation (https://
kubernetes.io/docs/home/) and the kubectl reference documentation (https://

kubernetes.io/docs/reference/generated/kubectl/kubectlfcommands)
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Section 3: Creating Windows
Kubernetes Clusters

This section focuses on advanced topics around creating (provisioning and deploying)
hybrid Linux/Windows Kubernetes clusters with Linux masters and Windows nodes. The
chapters cover deployment in on-premises and cloud (Azure) scenarios.

This section contains the following chapters:

e chapter 7, Deploying a Hybrid On-Premises Kubernetes Cluster
e chapter 8, Deploying a Hybrid Azure Kubernetes Service Engine Cluster



Deploying a Hybrid On-
Premises Kubernetes Cluster

In the previous chapters, we have focused on Docker and Kubernetes concepts from a more
theoretical standpoint—now, it is time to utilize this knowledge and deploy a Kubernetes
cluster from scratch. The goal of this chapter is to have a fully functional, hybrid
Windows/Linux Kubernetes cluster in an on-premises environment.

Depending on your needs, you may use this approach to create a minimalistic local
development cluster (one Linux virtual machine (VM)) acting as master and one Windows
VM acting as node) or to deploy a production-grade on-premises cluster with Linux and
Windows nodes. You are not limited to Hyper-V clusters—this approach can be used for
bare-metal machines, VMware clusters, or VMs running in the cloud. Using kubeadm to
create Kubernetes clusters gives you the flexibility to deploy the cluster anywhere, as long
as the proper networking is set up and the machines are capable of running containerized
workloads.

We also recommend using kubeadm as it is a low-level tool that gives a lot of insight into
how the cluster is actually created. In the future, you can expect other solutions built on top
of kubeadm (such as Kubespray), which supports hybrid clusters. But even then, it is still
advised to try a pure kubeadm approach to learn the baseline steps for Kubernetes cluster
Deployment.

This chapter covers the following topics:

e Preparing the Hyper-V environment
¢ Creating a Kubernetes master node using kubeadm

Installing the Kubernetes network

Preparing VMs for Windows nodes

Joining Windows nodes using kubeadm

Deploying and inspecting your first application
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Technical requirements

For this chapter, you will need the following:

e Windows 10 Pro, Enterprise, or Education (version 1903 or later, 64-bit); a Hyper-
V host with at least 16 GB RAM (maybe less, if you choose not to install Desktop
Experience for Windows Server and Ubuntu Server VMs). You may use any
other Windows or Windows Server edition that has Hyper-V available. For
Hyper-V, you need the Intel Virtualization Technology (Intel VT) or AMD
Virtualization (AMD-V) technology feature enabled in Basic Input/Output
System (BIOS).

Note: Windows 10 Home cannot be used as a Hyper-V host.

¢ A minimum of 15 GB disk space for the Linux master VM and 30 GB disk space
for each Windows node VM.

e Ubuntu Server 18.04 Long-Term Support (LTS) International Standards
Organization (ISO) (http: //releases.ubuntu.com/18.04.3/ubuntu-18.04.3~-
live-server—amd64. iso).

e Windows Server 2019 (Long-Term Servicing Channel (LTSC), Desktop
Experience available) ISO or Windows Server 1903 (Semi-Annual Channel
(SAC), no Desktop Experience) ISO. You should check https://kubernetes.io/

docs/setup/production-environment/windows/intro-windows—-in-kubernetes/
for the latest recommendations regarding the current Windows Server version.
You can obtain evaluation ISOs from the Microsoft Evaluation Center (https://
www.microsoft.com/en-us/evalcenter/evaluate-windows—-server—-201 9), or, if
you have a Visual Studio subscription (https://my.visualstudio.com/
Downloads/Featured), you can download ISOs for development and testing
purposes.

¢ Kubectl installed—the installation process has been covered in Chapter
6, Interacting with Kubernetes Clusters.

You can download the latest code samples for this chapter from the official GitHub
repository at: https://github.com/PacktPublishing/Hands-On-Kubernetes-on-Windows/
tree/master/Chapter07.
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Preparing the Hyper-V environment

The first step in a cluster Deployment is preparing the Hyper-V host for Kubernetes master
and node VMs.

If you choose to use a different hypervisor or use bare-metal machines,
you may skip this section.

Now, if you have already installed Docker Desktop for Windows on your machine in the
previous chapters, then Hyper-V is enabled and configured. All you need is to create an
internal Network Address Translation (NAT) or an external Hyper-V Virtual Switch
(vSwitch), and you are ready to go.

The following diagram shows the design of the cluster that we are going to deploy in this
chapter. Bear in mind that the master is not configured to be highly available

(HA)—HA setup is independent of Windows containers' support and you can perform it
when preparing Linux master node(s), according to the official documentation (https://
kubernetes.io/docs/setup/production-environment/tools/kubeadm/high-

availability/):

Hyper-V host

Flannel host-gw network
(bridge/win-bridge)
Pod CIDR: 10.244.0.0/16
Service CIDR: 10.96.0.0/12

Kubernetes Node
(Windows Server 2019 LTS)

Node IP: 10.0.0.Y

Kubernetes Master
(Ubuntu Server 18.04 LTS)

Node IP: 10.0.0.2

Hyper-V Virtual Switch

Kubernetes Node
(Ubuntu Server 18.04 LTS)

Node IP: 10.0.0.X

(external or internal NAT)

External network
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The minimal deployment is an Ubuntu Server 18.04 LTS Kubernetes master (with the
possibility to schedule application Pods) with one Windows Server 2019 LTS Kubernetes
node. Optionally, you may decide to deploy more Windows and Linux nodes (marked with
dotted lines in the diagram), following the same instructions or cloning the VMs.

Enabling Hyper-V
First, let's enable the Hyper-V feature if you haven't enabled it previously, as follows:

1. Open the PowerShell window as Administrator.
2. Execute the following command to enable the Hyper-V feature:

Enable-WindowsOptionalFeature -Online -FeatureName Microsoft-Hyper-
VvV -All

3. Reboot the machine.

If you are using Windows Server as your Hyper-V host, the instructions
for enabling the Hyper-V role can be found in the official documentation
at: https://docs.microsoft.com/en-us/windows-server/
virtualization/hyper-v/get-started/install-the-hyper-v-role-on-

windows—-server.

Now, depending on your networking setup, you have to create an appropriate Hyper-V
vSwitch. You have two options:

1. Internal NAT Hyper-V vSwitch: Use this option if you plan to use the cluster for
local development only. Any external inbound communication (apart from your
Hyper-V host machine) will require NAT. This option is preferred for a simple
Windows 10 development setup, as in most cases you are connected to an
external network (Ethernet or Wi-Fi) that does not allow you to manage
Dynamic Host Configuration Protocol (DHCP) and Domain Name
System (DNS) on your own. In other words, if you use an external vSwitch, you
will end up with non-predictable IP address assignments for your nodes.
Without DNS, you will be not able to ensure proper Kubernetes cluster
connectivity.

2. External Hyper-V vSwitch: Use this option if your network has a DHCP and
DNS server that you (or the network administrator) can manage. This will be the
case in most production deployments. You need then to assign appropriate
media access control (MAC) addresses for your VMs in order to receive the
desired IP address.
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We will follow the convention that the default gateway for the network is 10.0.0.1, the
master node has the IP address 10.0. 0.2, and nodes have subsequent IP addresses
10.0.0.X.

Creating an internal NAT Hyper-V vSwitch

In order to create the internal NAT vSwitch, perform the following steps:

1. Open the PowerShell window as Administrator.

Execute the following command to create an internal vSwitch named
Kubernetes NAT Switch:

New-VMSwitch -SwitchName "Kubernetes NAT Switch" -SwitchType
Internal

3. Find the i fIndex of the vSwitch you have just created. i f Index will be needed
for NAT gateway creation. You can do this by running the following command:

Get-NetAdapter

The following screenshot shows the output of the preceding command:

E¥ Administrator: Windows PowerShell - [m] X
PS C:\src> Get-NetAdapter
InterfaceDe i ifIndex

Wi-Fi

vEthernet (Kubernetes s r al Eth
vEthernet (Kubernetes ... r Ethernet
vEthernet (nat) yper Ethernet
vEthernet (DockerNAT) Hyper-V V. Ethernet

vEthernet (Default Swi... H.yper‘—v virtual Ethernet
Network Bridge Microsoft Network Adapter Multiplexo...
vEthernet (Ethernet)

PS C:\src>

4. Configure the NAT gateway, as follows:

New—-NetIPAddress —-IPAddress 10.0.0.1 -PrefixLength 8 -
InterfaceIndex <ifIndex>

5. Create a new NAT network, Kubernetes NAT Network, as follows:

New-NetNAT -Name "Kubernetes NAT Network" -
InternalIPInterfaceAddressPrefix 10.0.0.0/8
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If you are using an internal NAT vSwitch, you must provide a static IP
address, a gateway IP address, and DNS server information for each VM.
The static IP address must be within the range of the NAT internal prefix.

Please note that currently, you can have only one custom internal NAT vSwitch in your
system. You can read more in the official documentation at: https://docs.microsoft.com/

en-us/virtualization/hyper-v-on-windows/user-guide/setup-nat-network.

Creating an external Hyper-V vSwitch

Alternatively, in order to create an external vSwitch, perform the following steps:

1. Use the Start menu to launch the Hyper-V Manager.

2. Click Virtual Switch Manager... from the Actions tab, select External, and
click Create Virtual Switch.

3. Use the name Kubernetes External Switch and choose the network adapter
that you use for connecting to the internet—for example, your Wi-Fi adapter, as
illustrated in the following screenshot:

54 Virtual Switch Manager for DESKTOP-BTSICKG — X

& Virtual Switches
=% New virtual network switch
¥ o Kubernetes External Switch Name:

Killer Wireless-n/a/ac 1535 W... | |Kubernetes External Switch

# L. DockerNAT

i Virtual Switch Properties

Internal o Notes:
¥ ot Default Switch
+ wha nat
# ot. Kubernetes NAT Switch Connection type

What do you want to connect this virtual switch to?

% Global Network Settings
§ MAC Address Range

(® External network:

5-50-0 Killer Wireless-n/a/ac 1535 Wireless Network Adapter v

Allow management operating system to share this network adapter

(O Internal network

4. Click OK to accept the changes.

Now, with the Hyper-V environment ready, you can proceed to the next step—creating the
Kubernetes master node running on the Ubuntu Server 18.04 LTS VM.
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Creating a Kubernetes master node using
kubeadm

For hybrid Windows/Linux Kubernetes clusters, you need to deploy a Linux master—this
step remains almost the same as for Linux-only Kubernetes clusters, and you can use any
supported operating system for this purpose. We have chosen Ubuntu Server 18.04 LTS as
it is widely supported (officially and by the community), has a straightforward installation
process, and is easy to manage.

Instructions in this chapter focus on adding Windows nodes to the
Kubernetes cluster. Master preparation steps are minimal. If you are

0 deploying a development cluster on your local machine, using kubeadm

to deploy a single control plane in your cluster is sufficient. For
production deployments, you should consider deploying an HA master

configuration. You can read more about HA and kubeadm at: https://
kubernetes.io/docs/setup/production-environment/tools/kubeadm/

high-availability/.

If you haven't already downloaded the ISO image for Ubuntu Server 18.04 LTS, the official
inlagecarlbefourKiat:http://releases.ubuntu.com/l8.04.3/ubuntu718.04.3flivef

server—amd64.iso.

Creating a VM and installing Ubuntu Server

This subsection will guide you through the following steps, which will prepare a new VM
with Ubuntu Server:

Creating the VM

Installing Ubuntu Server

Configuring the network

Installing additional packages for integration with Hyper-V
Setting up a passwordless Secure Shell (SSH) login

S e
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Creating the VM

First, you need to create a VM that will be used as the master node, running Ubuntu Server
18.04. To do that, open the Hyper-V Manager application and perform the following steps:

1. From the Actions menu, choose New and click Virtual Machine.

2. Click Next and choose a Name for the master node VM. We will use
Kubernetes Master for this purpose. Optionally, configure a custom directory
for storing VM data to ensure enough disk space for hosting the VM, as
illustrated in the following screenshot:

Before You Begin Choose a name and location for this virtual machine.

Spedify Name and Location The name is displayed in Hyper-V Manager. We recommend that you use a name that helps you easily
Specify Generation identify this virtual machine, such as the name of the guest operating system or workload.

Assign Memory Name: Kubernetes Master

Configure Networking You can create a folder or use an existing folder to store the virtual machine. If you don't select a
Connect Virtual Hard Disk folder, the virtual machine is stored in the default folder configured for this server,

Installation Options Store the virtual machine in a different location

Summary Location: | C:\Hyper-V\VMs\ Browse...

A\ If you plan to take checkpoints of this virtual machine, select a location that has enough free
space. Checkpoints indude virtual machine data and may require a large amount of space.

3. In the next dialog, choose Generation 2 and continue, as illustrated in the
following screenshot:

Before You Begin Choose the generation of this virtual machine.
Spedify Name and Location () Generation 1
Spedfy Generation This virtual machine generation supports 32-bit and 64-bit guest operating systems and provides

Assign Memory virtual hardware which has been available in all previous versions of Hyper-v.

Configure Networking (®) Generation 2

Connect Virtual Hard Disk This virtual rnachin: generation provides support for newer virtualization features, has UEFI-based
firmware, and requires a supported 64-bit guest operating system.

Installation Opti
AL P A\, Once a virtual machine has been created, you cannot change its generation.

Summary

4. Assign at least 2048 MB of RAM for the master node. You may also choose to
use the dynamic memory assignment feature. You can find more about hardware

minimal requirements in the official documentation, at: https://kubernetes.io/
docs/setup/production—-environment/tools/kubeadm/install-kubeadm/

#before-you-begin. For production scenarios, consider using at least 16384 MB
of RAM. The following screenshot illustrates the process:
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Before You Begin

Specify Name and Location

Specify Generation

| _Assign Memory

Configure Networking

Connect Virtual Hard Disk
Installation Options

Summary

Specify the amount of memory to allocate to this virtual machine. You can specify an amount from 32
MB through 12582912 MB. To improve performance, specify more than the minimum amount
recommended for the operating system.

Startup memorv:l 204d| MB I

I Use Dynamic Memory for this virtual machine. I

o When you decide how much memory to assign to a virtual machine, consider how you intend to
use the virtual machine and the operating system that it will run.

5. Choose an internal NAT or an external switch as the connection for the VM, as
shown in the following screenshot:

Before You Begin

Specify Name and Location

Spedfy Generation

Assign Memory

| Configure Networkng |

Connect Virtual Hard Disk
Installation Options

Summary

Each new virtual machine indudes a network adapter. You can configure the network adapter to use a
virtual switch, or it can remain disconnected.

Connection:| [Kubernetes NAT Switch ] ~

6. Create a new virtual hard disk with 250 GB size. As virtual hard disks v2
(VHDX) are dynamically expandable, it is easier to allocate more space from the
beginning instead of expanding the disk and partitions later. The following
screenshot illustrates the process:

Before You Begin

Spedify Name and Location
Spedcify Generation

Assign Memory

Configure Networking

| Connect Vrtual Hard Disk
Installation Options

Summary

A virtual machine requires storage so that you can install an operating system. You can specify the
storage now or configure it later by modifying the virtual machine's properties.

(® Create a virtual hard disk
Use this option to create a VHDX dynamically expanding virtual hard disk.
Name: Kubernetes Master.vhdx

Location: | C:\Hyper-V\VMs\Kubernetes Master\Virtual Hard Disks\ Browse...

Size: B (Maximum: 64 TB)
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7. Choose to install an operating system from ISO and select your Ubuntu Server
18.04 LTS image file, as shown in the following screenshot:

Before You Begin You can install an operating system now if you have access to the setup media, or you can install it
Specify Name and Location -

Specify Generation () Install an operating system later

Assign Memory (®) Install an operating system from a bootable image file

Configure Networking Media

Connect Virtual Hard Disk Image file (iso): | C:\src\iso\ubuntu-18.04.3-live-server-amdé4.iso Browse...
Summary () Install an operating system from a network-based installation server

8. Finish the VM creation wizard. Before starting the VM, we need to configure it
further. Right-click the Kubernetes Master VM and open Settings.

9. In the Security menu, ensure that the Secure Boot Template is set to Microsoft
UEFI Certificate Authority, as shown in the following screenshot:

Kubernetes Master - 4 | D
£ Hardware . Security
r Add Hardware
3 Firmware Secure Boot
Boot from DVD Drive Use Secure Boot to help prevent unauthorized code from running at boot time
. . (recommended).
Security
Secure Boot enabled Enable Secure Boot
B Memory Template:
e Microsoft UEF Certificate Author v
= [} Processor I | il !

10. In the Processor menu, set the Number of virtual processors to at least 2, as
shown in the following screenshot:
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Kubernetes Master ~ 4 D
A Hardware u T
!" Add Hardware
B Frmware You can modify the number of virtual processors based on the number of processors on
Bnat Froem BV Brive the physical computer. You can also modify other resource control settings.
. Security Number of virtual processors: 27
Secure Boot enabled
W Memory Resource control

2048 MB You can use resource controls to balance resources among virtual machines.

= [} Processor . '
Virtual machine reserve (percentage): 0
2 Virtual processors e ge)

11. In network adapter Advanced Features menu, select Enable MAC address
spoofing for containers. If you are using an external vSwitch and have an
external DHCP, you may also want to configure static DHCP assignments. For an
internal NAT vSwitch, you can leave the default Dynamic setting, as shown in
the following screenshot:

Kubernetes Master « 4 p | D
% Hardware Advanced Features ~
!" Add Hardware
3 Firmware MAC address
Boot from DVD Drive @ Dynamic
. Security .
Static
Secure Boot enabled O
W Memory 00 - 00 - 00 - 00 - Q0 - 0O
=] ﬂ Processor MAC address quuﬁng allows virtual machines to change the source MAC
2 Virtual processors address in outgoing packets to one that is not assigned to them.
[ compatibility I Enable MAC address spoofing I

12. Apply all changes and start the VM.

If you think about fully automating this process, you may choose Vagrant
(https://www.vagrantup.com/) for development purposes or Packer for
production scenarios (https://www.packer.io/). With Vagrant, you can
easily create a development VM from scratch and automate the
provisioning process using, for example, Ansible. Using Packer, you can
produce machine images for VMs or cloud providers in order to use the
Infrastructure-as-Code (IaC) paradigm.
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Installing Ubuntu Server

The VM for the master node has been created, and now we need to install Ubuntu Server
18.04 LTS on the VM. In order to do that, perform the following steps:

1.

S

10.
11.

12.
13.
14.
15.

Connect to the running VM terminal by double-clicking the Kubernetes Master
VM in Hyper-V manager.

Wait for the installer to initialize.

Choose English as the preferred language.

Choose the desired keyboard layout.

In Network connections, proceed depending on your external network
configuration:

e If you use an internal NAT vSwitch, you have to set up the
configuration manually. Open the eth0 interface and Edit IPv4,
selecting the Manual method. Set Subnet 10.0.0.0/8, Address
10.0.0.2, Gateway 10.0.0.1, Name servers 8.8.8.8,8.8.4.4 (or
use your provider's DNS server addresses if possible).

e If you use an external vSwitch, use automatic configuration or
manually configure the network according to your requirements.

Optionally, configure the network proxy. Bear in mind that if you are running
behind a network proxy, you will later need to configure Docker to use the
proxy.

Proceed with the default Mirror address.

In Filesystem setup, configure to Use An Entire Disk.

Choose the default disk for installation.

Proceed with the proposed Filesystem setup.

In Profile setup, you can configure the machine name and the first username. We
will use kubernetes-master as the machine name and ubuntu as the
username.

In the SSH menu, choose to Install OpenSSH Server.

Do not select any additional packages, and continue with the installation.
Wait for the installation to finish.

Reboot.
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Automation of Ubuntu Server installation is possible

using Kickstart or preseed configuration files. You can find more
information in the official documentation, at: https://help.ubuntu.com/
lts/installation-guide/i386/ch04s06.html. This approach can be used
together with Vagrant or Packer. An example preseed configuration file

for Ubuntu Server 18.04 for Packer can be found at: https://github.com/
ptylenda/ironic-packer-template-ubuntul804-kubernetes—-ansible-

proxy/blob/master/http/preseed.cfq.

Let's look at the network configuration.

Configuring the network

If you are using internal NAT vSwitch or an external vSwitch with an external Windows-
based DHCP server, there is some additional network configuration required after the
machine reboots, as follows:

1. In the VM terminal window, use the username ubuntu and your password to log
in.
2. Open the following file using vim or nano:

sudo vim /etc/netplan/0Ol-netcfg.yaml

If you are not familiar with the Vim editor, we highly recommend
learning the basics. A minimal guide can be found, for example,

at: https://eastmanreference.com/a-quick—-start—-guide-for—
beginners-to-the-vim-text-editor. Vim is extremely useful for editing
files both on Linux and on Windows, without the need for a desktop
environment. As an alternative, you can use nano (https://www.nano-
editor.org/)

3. If you are using an internal NAT vSwitch, enforce the static IP address
configuration for the Kubernetes master, as follows:

network:
ethernets:
ethO:
dhcp4: no
addresses: [10.0.0.2/8]
gateway4: 10.0.0.1
nameservers:
addresses: [8.8.8.8,8.8.4.4]
version: 2
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4. Alternatively, if you are using an external vSwitch and an external Windows-
based DHCP server, set the file contents to the following:

network:
ethernets:
ethO:
dhcp4: vyes
dhcp-identifier: mac
version: 2

Setting dhcp-identifier to mac is crucial for making DHCP leases work
properly.

5. Save the file and reboot the machine, using the sudo reboot command.

We will now be installing some additional packages.

Installing additional packages for integration with
Hyper-V

For any network configuration (both internal NAT and external vSwitch), you should now
install additional virtualization tools that enable some dedicated features for integrating
with hypervisors, as follows:

1. Log in to the machine again.
2. Update the apt-get cache by running the following command:

sudo apt—get update

3. Install additional virtualization tools, as follows:

sudo apt—get install -y —--install-recommends linux-tools-virtual
linux-cloud-tools—virtual

4. Reboot.

Now, let's set up a passwordless SSH login.
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Setting up a passwordless SSH login

At this point, it is recommended to switch to using SSH instead of the VM terminal for
managing the machine. This will require the following;:

1. Installing the SSH client on your Windows machine that you use to connect to
the VMs (in most cases, your VM host machine)
2. Generating an SSH key pair in order to disable password authentication for SSH

To install the native SSH client on your Windows machine, perform the following steps:

1. Open the PowerShell window as Administrator
2. Run the following command to get the currently available version of the
OpenSSH client:

PS C:\WINDOWS\system32> Get-WindowsCapability -Online | ? Name -
like 'OpenSSH*'

Name : OpenSSH.Client~~~~0.0.1.0

State : NotPresent

Name : OpenSSH.Server~~~~0.0.1.0
State : NotPresent

3. Install the client, like this:

Add-WindowsCapability -Online —-Name OpenSSH.Client~~~~0.0.1.0

4. To connect to the Kubernetes master node VM, you need to know its IP address.
If you are using a static IP address configuration, it is rather
straightforward—you use 10.0.0. 2. For a dynamic IP address provided by
DHCP, you need to determine it first. Thanks to the virtualization tools installed
in the previous steps, you can easily find this in Hyper-V manager in the
Networking tab, shown at the bottom of the following screenshot:

Kubernetes Master
Adapter Connection IP Addresses Status
Network Adapter (Dynamic MAC: 00:15:5D:00:90:09) Kubemnetes NAT Switch 10.0.0.2 } fe80::215:5dff fe00:9009 OK

Summary Memory
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5. In this case, the IP addressis 10.0.0. 2, and we can use it to SSH into the VM, as
follows:

PS C:\WINDOWS\system32> ssh ubuntu@l0.0.0.2

The authenticity of host '10.0.0.2 (10.0.0.2)' can't be
established.

ECDSA key fingerprint is
SHA256:X6ivIE7Xix15GFvV+WxiP10Gbkvhlj3xPsBEV/4YcFo.

Are you sure you want to continue connecting (yes/no)? yes
Warning: Permanently added '10.0.0.2' (ECDSA) to the list of known
hosts.

ubuntu@l0.0.0.2's password:

Welcome to Ubuntu 18.04.3 LTS (GNU/Linux 4.15.0-65-generic x86_64)

If you run into connection problems such as Connection closed by
10.0.0.2 port 22, you need to regenerate the SSH host keys. In the VM
terminal, run sudo ssh-keygen -A and try connecting again. If
problems persist, analyze the sshd service logs using sudo service

sshd status.

The next step is generating an SSH key pair for passwordless login to your Kubernetes
master VM. To do this, perform the following steps:

1. Open the PowerShell window.

2. Run the following command to generate the key pair. Do not specify a
passphrase:

ssh-keygen.exe

3. Now, your public key is available in C: \Users\<user>\.ssh\id_rsa.pub.
Copy it to the Kubernetes Master VM, using the following command. This
command ensures that the authorized_keys file has proper, secure access
permissions:

cat ~/.ssh/id_rsa.pub | ssh ubuntu@l10.0.0.2 "cat >>
~/.ssh/authorized_keys && chmod 600 ~/.ssh/authorized_keys"

4. And the last step is to test passwordless authentication and disable password
authentication for the SSH server for the best security, as shown in the following
code snippet:

ssh ubuntu@l192.168.43.105
# You should not be asked for password at this point!
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5. Edit /etc/ssh/sshd_config, as follows:
sudo vim /etc/ssh/sshd_config

6. Find the PasswordAuthentication yes line and comment it out, like this:
#PasswordAuthentication yes

7. Save the changes and restart the SSH server, like this:
sudo service sshd restart

8. Reconnect to verify your configuration.

At this point, it is a good idea to export the Hyper-V VM image (or create a checkpoint) for
Kubernetes Master. This will make it easier to revert to the initial configuration if
anything goes wrong during the Kubernetes master configuration.

Installing and configuring Kubernetes
prerequisites

Preparing Ubuntu Server 18.04 LTS machines for the Kubernetes master (as well as
Kubernetes nodes) requires the following steps:

1. Changing the operating system configuration, such as disabling swap.
2. Installing the Docker container runtime.

All the steps for Ubuntu Server preparation for Kubernetes are also available as a bash

script in the official GitHub repository for the book, which can be found at: https://
github.com/PacktPublishing/Hands-On-Kubernetes-on-Windows/blob/master/

Chapter07/02_ubuntu-prepare-node.sh.

As of Kubernetes 1.17, the list of validated Docker versions is as
follows: 1.13.1, 17.03, 17.06, 17.09, 18.06, 18.09, 19.03.
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In order to configure the operating system for running Kubernetes, perform the following
steps:

1. Open the PowerShell window.
2. SSH into the Kubernetes master machine, like this:

ssh ubuntu@10.0.0.2
3. Update apt-get and upgrade all packages, as follows:

sudo apt—get update
sudo apt—-get dist-upgrade -y

4. Install the required packages, as follows:

sudo apt—get install apt-transport-https ca-certificates curl
software—-properties—common ebtables ethtool -y

5. Disable the swap partition for the current boot, like this:

sudo swapoff -a

6. Remove the swap partition permanently. Edit sudo vim /etc/fstaband
remove any lines of type swap—for example, the following line:

/swap.img none swap sw 0 0

Editing /etc/fstab should be always performed with a backup of the
file created. Configuration errors in this file may lead to a non-bootable
system!

7. Optionally, reboot the machine to check that the swap partition has not been
mounted again. When the machine is rebooted, SSH into the machine and check
that swap is disabled—the list should be empty, as follows:

swapon -s

8. Ensure that the br_net filter kernel module is loaded during system boot. Use
the sudo vim /etc/modules—load.d/kubernetes.conf command to create
the file and set the following contents:

br_netfilter
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9. Configure the sysct1 variables for Kubernetes (required for the Flannel
network). Use the sudo vim /etc/sysctl.d/99-kubernetes.conf
command to create a new file and ensure that the file has the following contents:

net .bridge.bridge—-nf-call-ip6tables =1
net .bridge.bridge-nf-call-iptables =1
net .bridge.bridge-nf-call-arptables =1

10. Load the br_net filter kernel module for the current boot and reload
the sysct1 variables using the following commands:

sudo modprobe br_netfilter
sudo sysctl —--system

At this point, your Ubuntu Server VM is ready for installing Docker and Kubernetes. In
order to install Docker 18.09, which is the latest validated version for usage with
Kubernetes 1.16, perform the following steps:

1. Add the official GNU Privacy Guard (GPG) key for the Docker apt package
repository, like this:

curl -£fsSL https://download.docker.com/linux/ubuntu/gpg | sudo apt-
key add -

The latest installation instructions for Docker on Ubuntu can be found
at: https://docs.docker.com/install/linux/docker—-ce/ubuntu/.
Always cross-check them with the Kubernetes container runtime
installation documentation as it contains additional important
information, and can be found at: https://kubernetes.io/docs/setup/

production-environment/container—-runtimes/#docker
2. Add the Docker apt package repository, like this:
sudo add-apt-repository \
"deb [arch=amd64] https://download.docker.com/linux/ubuntu \
$ (1lsb_release -cs) \
stable"
3. Update the apt -get cache to refresh the repository's information, like this:
sudo apt—get update

4. Install the latest Docker version validated for Kubernetes usage, like this:

sudo apt—-get install docker-ce=5:18.09.9~3-0~ubuntu-bionic -y
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5. Disable automatic updates for the docker-ce package by running the following
command (this will prevent the installation of unvalidated Docker versions):

sudo apt-mark hold docker-ce

6. Configure the Docker daemon for Kubernetes. Use the sudo vim
/etc/docker/daemon. json command to create a new file and set the following

contents:
{
"exec-opts": ["native.cgroupdriver=systemd"],
"log-driver": "json-file",
"log-opts": {
"max-size": "100m"
} 4
"storage-driver": "overlay2"

}

7. Reload systemct1 and restart the Docker daemon, using the following
commands:

sudo systemctl daemon-reload
sudo systemctl restart docker

8. Verify that Docker is installed properly by running a hello-world container, as
follows:

ubuntu@kubernetes-master:~$ sudo docker run hello-world

Unable to find image 'hello-world:latest' locally

latest: Pulling from library/hello-world

1b930d010525: Pull complete Digest:
sha256:c3b4ada4687bbaal70745b3e4dd8ac3£194ca95b2d0518b417£fb47e5879d
9b5f

Status: Downloaded newer image for hello-world:latest

Hello from Docker!
This message shows that your installation appears to be working
correctly.
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If you are working behind a network proxy, you should ensure you have
the following:

® An /etc/environment containing the appropriate proxy
variables (example guide: https://kifarunix.com/how-to-
set7systemfwidefproxyfinfubuntufl8704/)

e A /etc/systemd/system/docker.service.d directory
containing an additional file with proxy variables (example
gujde:https://docs.docker.com/config/daemon/systemd/)

Your Ubuntu Server VM is now ready to be initialized as the Kubernetes master node. First,
let's do the initial planning for the cluster before we install the Kubernetes binaries.

Planning the cluster

Before you begin initialization of the cluster, you need to determine specific subnets and
address ranges that will be used by Kubernetes components. This is dependent on your
external networking setup (for example, avoiding any IP address conflicts) and the number
of Pods and Services you are planning to run in the cluster. In general, it is a good idea to
use the defaults, especially for a development cluster running on your local machine
behind an internal NAT vSwitch. You need to determine the following values from the
table for your cluster:

Description Default value

Virtual subnet (non-routable) used by Pods for accessing Services.
Service subnet |Routable address translation from virtual IPs is performed by 10.96.0.0/12
the kube—proxy running on nodes.

Global subnet used by all Pods in the cluster. In general, when
Cluster (Pod) using Flannel, each node is assigned a smaller /24 subnet for its
subnet Pods. Bear in mind that this subnet must be large enough for all
Pods running in the cluster.

10.244.0.0/16

Kubernetes DNS |The IP address of the kube-dns service used for cluster

: . . . . 10.96.0.10
service IP service discovery and domain name resolution.

These values will be needed for the next steps when initializing the cluster.
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Initializing the cluster

For the initialization of the Kubernetes Ubuntu master and joining Windows nodes, we will
be using kubeadm—as of Kubernetes 1.16 (and also 1.17), this is the only well-automated
cluster deployment method for hybrid Windows/Linux clusters. The first step is the
installation of kubeadm, kubelet, and kubectl on the Ubuntu Server VM. This is also

covered in a script available in the GitHub repository, at: https://github.com/
PacktPublishing/Hands-On-Kubernetes-on-Windows/blob/master/Chapter07/03_ubuntu-

install-kubeadm. sh.

The official instructions for installing kubeadm and initializing the
Kubernetes master can be found at: https://kubernetes.io/docs/setup/
production-environment/tools/kubeadm/install-kubeadm/

and https://kubernetes.io/docs/setup/production-environment/

tools/kubeadm/create—-cluster—kubeadm/.
SSH into the Ubuntu Server VM, and perform the following steps:

1. Add the GPG key for the Kubernetes apt package repository, as follows:

curl -s https://packages.cloud.google.com/apt/doc/apt-key.gpg |
sudo apt-key add -

2. Add the Kubernetes apt package repository. Use the sudo
vim /etc/apt/sources.list.d/kubernetes.list command to create a
new file and set the following contents (note that you currently have to use
the kubernetes-xenial repository as bionic is not available yet):

deb https://apt.kubernetes.io/ kubernetes-xenial main
3. Update apt-get and install the required packages, as follows:

sudo apt—get update
sudo apt—get install kubelet kubeadm kubectl -y

4. Verify that the latest Kubernetes version has been installed by running the
following code:

ubuntu@kubernetes-master:~$ kubeadm version

kubeadm version: &version.Info{Major:"1", Minor:"16",
GitVersion:"v1l.16.1",
GitCommit:"d647ddbd755faf07169599a625faf302££c34458",
GitTreeState:"clean", BuildDate:"2019-10-02T16:58:27z",
GoVersion:"gol.12.10", Compiler:"gc", Platform:"linux/amdé4"}
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5. Disable automatic updates for Kubernetes packages by running the following
command (this is especially important as any Kubernetes components' upgrades
should be performed consciously and in a controlled manner, taking all
compatibility issues into consideration):

sudo apt-mark hold kubelet kubeadm kubectl

Up to this moment, initializing the Kubernetes master and node is exactly
the same. You can follow the same steps when adding more dedicated
Ubuntu nodes to the cluster or cloning your VM. If you decide to clone the
machine, remember about ensuring that the hostname, MAC address, and
product_uuid are unique for each node. Read more about how to ensure
this in the official documentation, at: https://kubernetes.io/docs/
setup/production-environment/tools/kubeadm/install-kubeadm/
#verify-the-mac-address—-and-product-uuid-are-unique-for-every-
node.

Now, we are ready to initialize the cluster using kubeadm. In order to do this, perform the
following steps:

1. Execute the following command, assuming that the Service network
is10.96.0.0/12 and the Pod networkis 10.244.0.0/16:

sudo kubeadm init —--service-cidr "10.96.0.0/12" —--pod-network-cidr
"10.244.0.0/16"

2. Carefully examine the kubeadm initialization output and note down the
kubeadm join information, as follows:

Your Kubernetes control-plane has initialized successfully!

To start using your cluster, you need to run the following as a
regular user:

mkdir -p $HOME/.kube
sudo cp -i /etc/kubernetes/admin.conf $HOME/.kube/config
sudo chown $(id -u) :$(id —-g) $HOME/.kube/config

You should now deploy a pod network to the cluster.

Run "kubectl apply —-f [podnetwork].yaml" with one of the options
listed at:
https://kubernetes.io/docs/concepts/cluster—administration/addons/

Then you can join any number of worker nodes by running the
following on each as root:
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kubeadm join 10.0.0.2:6443 —--token c4kkga.50606d1zr7w0s2w8 \
——-discovery-token-ca-cert-hash
sha256:44b2f0£05£79970cc295abla7e7ebe299c05fcbbec9d0c08133d4c5ab7fa
db0b

3. If your kubeadm token expires (after 24 hours), you can always create a new one
using the following command:

kubeadm token create —--print-join-command

4. Copy your kubectl config (kubeconfig) to the default location, as follows:

mkdir -p $HOME/.kube
sudo cp -i /etc/kubernetes/admin.conf $HOME/.kube/config
sudo chown $(id -u) :$(id —-g) S$HOME/.kube/config

5. Now, it is recommended to copy the config to your Windows machine in order to
be able to manage the cluster without logging into the master node. In the
PowerShell window, execute the following commands:

scp ubuntu@10.0.0.2: .kube/config config
$env:KUBECONFIG="config; $env:USERPROFILE\ .kube\config"
kubectl config view —-raw

6. Carefully examine the merged config to check that you did not override any
existing clusters' configuration. You can read more about merging kubeconfigs
in Chapter 6, Interacting with Kubernetes Clusters. If the merged configuration is
good, you may save it as $env: USERPROFILE\ . kube\config and switch
context to kubernetes-admin@kubernetes using the following commands:

$env:KUBECONFIG="config; $env:USERPROFILE\ . kube\config"
kubectl config view —-raw > $env:USERPROFILE\.kube\config_new

Move-Item -Force $env:USERPROFILE\.kube\config_new
$env:USERPROFILE\.kube\config

kubectl config use-context "kubernetes—admin@kubernetes"

7. Verify that the configuration is working correctly. Retrieve the list of nodes, as
follows (note that the NotReady status is caused by no Pod network being
installed yet):

PS C:\src> kubectl get nodes
NAME STATUS ROLES AGE VERSION
kubernetes—-master NotReady master 22m vl.16.1
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8. If you do not plan to add any Ubuntu nodes, you may choose to untaint the
master node in order to allow the scheduling of Linux Pods on the master node.
Note that this should be performed for development clusters only. This is
achieved by running the following code:

kubectl taint nodes —--all node-role.kubernetes.io/master-—

In case you would like to set up the cluster again, you first need to tear
down the cluster using kubeadm. Read more about this procedure in the
official documentation, at: https://kubernetes.io/docs/setup/
production-environment/tools/kubeadm/create-cluster-kubeadm/

#tear—down.

Your Kubernetes master node is almost ready. The last remaining step is the installation of
the Pod network. Let's proceed!

Installing the Kubernetes network

After the Kubernetes master has been initialized with kubeadm, the next step is the
installation of the Pod network. We have covered Kubernetes networking options in
Chapter 5, Kubernetes Networking, which explains in detail which Container Network
Interface (CNI) plugins are supported for hybrid Windows/Linux clusters. For this on-
premises cluster deployment, we will use the Flannel network with a host-gw backend

(a win-bridge CNI plugin on Windows nodes). Remember that you can use this approach
only if there is Layer 2 (L2) connectivity (no Layer 3 (L3) routing) between the nodes. In
general, a host -gw backend is preferable as it is in a stable feature state, whereas an
overlay backend is still in an alpha feature state for Windows nodes.

If you are interested in Flannel with overlay backend installation, please
refer to the official documentation for detailed steps, at: https://
kubernetes.io/docs/setup/production-environment /windows/user—
guide-windows—-nodes/#configuring—-flannel-in-vxlan-mode—-on-the-
linux-control-plane. Note that you need Windows Server 2019 with the
KB4489899 patch installed for overlay networking.
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To install Flannel with a host-gw backend, perform the following steps (in the PowerShell
window or on the Kubernetes master via SSH):

1. Download the latest official manifest file for Flannel for Kubernetes, like this:

# Bash

wget
https://raw.githubusercontent.com/coreos/flannel/master/Documentati
on/kube-flannel.yml

# Powershell

wget
https://raw.githubusercontent.com/coreos/flannel/master/Documentati
on/kube-flannel.yml -OutFile kube-flannel.yml

2. Customize the manifest, so that the net—conf. json file section has a host -
gw backend type and proper Pod network defined (default: 10.244.0.0/16), as
follows:

net-conf.json: |

{
"Network": "10.244.0.0/16",
"Backend": {
n Type n” : "host_gw"
}
}

3. Apply the modified manifest, like this:

kubectl apply -f kube-flannel.yml

4. The latest official manifest does not need extra patching for Linux-only
scheduling, as it already covers this requirement. If you are following the official
guide, you may skip this step.

5. Verify that the Pod network installation has been successful. You should be able
to schedule a simple interactive Pod that is running Bourne shell—this will work
only if you have an untainted master node for Pod scheduling or have other
Linux nodes. This is achieved by running the following code:

PS C:\src> kubectl run --generator=run-pod/vl busybox-debug -i --

tty —-image=busybox —--rm —--restart=Never —-- sh
If you don't see a command prompt, try pressing enter.
/ #

With the Kubernetes master fully initialized, we can proceed to prepare a VM for the
Windows node.
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Preparing VMs for Windows nodes

This section follows a similar structure as for the Ubuntu Server VM preparation. For the
Windows VM, we will perform the following steps:

Creating the VM

Installing Windows Server 2019
Configuring the network
Installing the SSH server

SIS .

Installing and configuring Kubernetes prerequisites

Creating the VM

The steps for creating a Windows Server 2019 VM are almost the same as for Ubuntu Server
18.04. If you are interested in screenshots for the process, please refer to the previous
sections.

To create the Windows Server 2019 Kubernetes node VM, open the Hyper-V
manager application and perform the following steps:

1. From the Actions menu, choose New and click Virtual Machine.

2. Click Next, and choose the Name for the Windows node VM. We will
use Kubernetes Windows Node 01 for this purpose. Optionally, configure a
custom directory for storing VM data to ensure there is enough disk space to host
the VM. You need at least 30 GB of disk space for each node.

3. In the next dialog, choose Generation 2 and continue.

4. Assign at least 4096 MB of RAM for the Windows node. Using less memory may
result in KubeletHasInsufficientMemory being reported occasionally and
preventing Pods from scheduling. The dynamic memory allocation feature will
not work as we are going to enable nested virtualization for this machine. For
production scenarios, consider allocating more resources.

5. Choose an internal NAT or an external switch as the connection for the VM. This
must be the same switch that you use for the master node.

6. Create a new virtual hard disk with 250 GB size or more. As VHDX are
dynamically expandable, it is easier to allocate more space from the beginning
instead of expanding the disk and partitions later.

7. Choose to install the operating system from ISO and select your Windows Server
2019 (or 1903) image file.
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8. Finish the VM creation wizard. Before starting the VM, we need to configure it
further. Right-click the Kubernetes Windows Node 01 VM and open Settings.
9. In the Processor menu, set the Number of virtual processors to at least 2
10. In the Network Adapter Advanced Features menu, select Enable MAC address
spoofing for containers. If you are using an external vSwitch and have an
external DHCP, you may also want to configure static DHCP assignments. For an
internal NAT vSwitch, you can leave the default Dynamic setting.
11. Apply all changes.

12. Enable nested virtualization with the following command in the PowerShell
window, running as Administrator:

Set-VMProcessor —-VMName "Kubernetes Windows Node 01" -
ExposeVirtualizationExtensions $true

The machine is now ready to start the operating system installation.

Installing Windows Server 2019

The installation process for Windows Server 2019 is performed using a graphical interface.
If you are considering automating the installation process—for example, for Vagrant or
Packer—you should consider using Autounattend.xml files provided by virtual floppy

drives. You can find an example of such a configuration file on GitHub, at: https://
github.com/ptylenda/kubernetes-for-windows/blob/master/packer/windows/http/

Autounattend.xml.
To perform the installation, perform the following steps:

1. Connect to Kubernetes Windows Node 01 VM by double-clicking the machine
in Hyper-V manager.

2. Start the VM and immediately press any key in order to boot from the
installation DVD mounted into the VM.

Choose language and locale settings.
Click Install Now.
Provide the product key for your installation.

AN L

In the next dialog, you can choose whether to install Desktop Experience or not.
We suggest not installing it as it makes the installation more compact and leaves
configuration to command line, which is better for automation.

[232]


https://github.com/ptylenda/kubernetes-for-windows/blob/master/packer/windows/http/Autounattend.xml
https://github.com/ptylenda/kubernetes-for-windows/blob/master/packer/windows/http/Autounattend.xml
https://github.com/ptylenda/kubernetes-for-windows/blob/master/packer/windows/http/Autounattend.xml
https://github.com/ptylenda/kubernetes-for-windows/blob/master/packer/windows/http/Autounattend.xml
https://github.com/ptylenda/kubernetes-for-windows/blob/master/packer/windows/http/Autounattend.xml
https://github.com/ptylenda/kubernetes-for-windows/blob/master/packer/windows/http/Autounattend.xml
https://github.com/ptylenda/kubernetes-for-windows/blob/master/packer/windows/http/Autounattend.xml
https://github.com/ptylenda/kubernetes-for-windows/blob/master/packer/windows/http/Autounattend.xml
https://github.com/ptylenda/kubernetes-for-windows/blob/master/packer/windows/http/Autounattend.xml
https://github.com/ptylenda/kubernetes-for-windows/blob/master/packer/windows/http/Autounattend.xml
https://github.com/ptylenda/kubernetes-for-windows/blob/master/packer/windows/http/Autounattend.xml
https://github.com/ptylenda/kubernetes-for-windows/blob/master/packer/windows/http/Autounattend.xml
https://github.com/ptylenda/kubernetes-for-windows/blob/master/packer/windows/http/Autounattend.xml
https://github.com/ptylenda/kubernetes-for-windows/blob/master/packer/windows/http/Autounattend.xml
https://github.com/ptylenda/kubernetes-for-windows/blob/master/packer/windows/http/Autounattend.xml
https://github.com/ptylenda/kubernetes-for-windows/blob/master/packer/windows/http/Autounattend.xml
https://github.com/ptylenda/kubernetes-for-windows/blob/master/packer/windows/http/Autounattend.xml
https://github.com/ptylenda/kubernetes-for-windows/blob/master/packer/windows/http/Autounattend.xml
https://github.com/ptylenda/kubernetes-for-windows/blob/master/packer/windows/http/Autounattend.xml
https://github.com/ptylenda/kubernetes-for-windows/blob/master/packer/windows/http/Autounattend.xml
https://github.com/ptylenda/kubernetes-for-windows/blob/master/packer/windows/http/Autounattend.xml
https://github.com/ptylenda/kubernetes-for-windows/blob/master/packer/windows/http/Autounattend.xml
https://github.com/ptylenda/kubernetes-for-windows/blob/master/packer/windows/http/Autounattend.xml
https://github.com/ptylenda/kubernetes-for-windows/blob/master/packer/windows/http/Autounattend.xml
https://github.com/ptylenda/kubernetes-for-windows/blob/master/packer/windows/http/Autounattend.xml
https://github.com/ptylenda/kubernetes-for-windows/blob/master/packer/windows/http/Autounattend.xml
https://github.com/ptylenda/kubernetes-for-windows/blob/master/packer/windows/http/Autounattend.xml

Deploying a Hybrid On-Premises Kubernetes Cluster Chapter 7

7. Read and accept the license terms.

8. Select the Custom installation of Windows Server.

9. Proceed with the default installation target (whole disk, without partitioning).
10. Wait for the installation to finish and for the machine to reboot.
11. During the first login, you have to set the Administrator's password.

Now, you have a Windows Server 2019 VM up and running, but before joining it to the
Kubernetes cluster, we need to configure the network and install prerequisites.

Configuring the network

Additional network configuration is needed only if you are running an internal NAT
vSwitch—in this case, you need to configure a static IP address, a gateway address, and
DNS server information. If you are running an external vSwitch with an external DHCP,
the configuration should be performed automatically.

In this guide, we follow the convention that Kubernetes nodes have subsequent IP
addresses starting with 10.0.0.3. In order to configure 10.0.0. 3 as the static IP address
for the first node in the cluster, perform the following steps:

1. Start PowerShell by running the powershell command on the VM.

2. Execute the following command to find the i fIndex of the main Ethernet
interface:

Get-NetAdapter

3. Create a new static IP address of 10.0.0. 3 for the interface, as follows:

New—-NetIPAddress -IPAddress 10.0.0.3 -DefaultGateway 10.0.0.1 -
PrefixLength 8 —-InterfaceIndex <ifIndex>

4. Set DNS server information for the interface, as follows (use appropriate DNS
servers if needed):

Set-DNSClientServerAddress -InterfaceIndex <ifIndex>
—ServerAddresses 8.8.8.8,8.8.4.4
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In case you are behind a network proxy, you can define appropriate
environment variables at the machine level using the following
commands in PowerShell:

[Environment] ::SetEnvironmentVariable ("HTTP_PROXY",
"http://proxy.example.com:80/",
[EnvironmentVariableTarget] ::Machine)

[Environment] ::SetEnvironmentVariable ("HTTPS_PROXY",
"http://proxy.example.com:443/",
[EnvironmentVariableTarget] ::Machine)

Let's now take a look at how to approach accessing Windows Server VM remotely.

Installing the SSH server

Now, we need a means of connecting to the VM without the Hyper-V terminal—you can
still use it if you prefer, but it is more limited than using Remote Desktop Protocol (RDP)
or SSH. You have the following options:

1. Install the SSH server and use Vim for managing configuration files.
2. Enable the RDP connection (example guide: https://theitbros.com/how-to-

remotelyfenablefremotefdesktopfusingfpowershell/)

3. Use PowerShell Remoting (example guide: https://docs.microsoft.com/en-
us/powershell/module/microsoft.powershell.core/enable-psremoting?view=

powershell-6).

We will demonstrate how to enable the first option, SSH server & Vim, on Windows Server
2019. This option makes access to our Kubernetes cluster uniform, and you can use the
same SSH keys for all nodes. Perform the following steps:

1. In the Hyper-V terminal connection for the Windows Server machine, start
PowerShell by using the powershell command.

2. Verify which is the current version of SSH server that can be installed, by
running the following code:

Get-WindowsCapability -Online | ? Name -like 'OpenSSH*'

Name : OpenSSH.Client~~~~0.0.1.0
State : NotPresent

Name : OpenSSH.Server~~~~0.0.1.0
State : NotPresent
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3. Install the OpenSSH. Server capability, like this:

Add-WindowsCapability -Online —-Name OpenSSH.Server~~~~0.0.1.0

4. Start the sshd service, like this:

Start-Service sshd

5. Enable automatic startup of the sshd service, like this:
Set-Service —-Name sshd —-StartupType 'Automatic'

6. Ensure that the appropriate firewall rule is in place (OpenSSH-Server-In-TCP),
as follows:

Get-NetFirewallRule -Name *ssh*

7. If itis not present, add it manually, like this:

New-NetFirewallRule -Name sshd -DisplayName 'OpenSSH Server (sshd)'
—Enabled True -Direction Inbound —-Protocol TCP —-Action Allow -
LocalPort 22

8. From your development machine, verify that the connection to the VM
at10.0.0. 3 is possible via SSH, as follows:

PS C:\src> ssh Administrator@10.0.0.3

The authenticity of host '10.0.0.3 (10.0.0.3)' can't be
established.

ECDSA key fingerprint is
SHA256:VYT£j0bluZmVgHuU9BY17qlwpINNEuzb4dsSGtMFQKw4 .

Are you sure you want to continue connecting (yes/no)? yes
Warning: Permanently added '10.0.0.3' (ECDSA) to the list of known
hosts.

Administrator@10.0.0.3's password:

Microsoft Windows [Version 10.0.17763.737]

(c) 2018 Microsoft Corporation. All rights reserved.

administrator@WIN-GJD24MOP8DA C:\Users\Administrator>

9. By default, the cmd shell, which has limited functionality, is started. Start
PowerShell in the SSH session by using the powershell command.
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10.

11.

12.

13.

14.

Change the default shell for SSH to be powershell, using the following
command:

New-ItemProperty —Path "HKLM:\SOFTWARE\OpenSSH" -Name DefaultShell
-Value "C:\Windows\System32\WindowsPowerShell\vl.O\powershell.exe"
—-PropertyType String -Force

Install the Chocolatey package manager in order to install the Vim editor, as
follows:

Set-ExecutionPolicy Bypass —Scope Process -Force; iex ((New-Object
System.Net .WebClient) .DownloadString('https://chocolatey.org/instal
l.psl'"))

Install Vim using Chocolatey, like this:

choco install vim -y

Configure a passwordless SSH login. Add your ~/.ssh/id_rsa.pub public
SSH key to administrators_authorized_keys on your Windows Server VM,
using the vim C:\ProgramData\ssh\administrators_authorized_keys
command.

Fix permissions for the administrators_authorized_keys file, as follows:

icacls C:\ProgramData\ssh\administrators_authorized_keys /remove
"NT AUTHORITY\Authenticated Users"

icacls C:\ProgramData\ssh\administrators_authorized_keys
/inheritance:r

Restart the sshd service, like this:

Restart—-Service —-Name sshd -Force

All Windows provisioning operations can be performed by a mix of
Autounattend.xml automated Windows setup (using regular cmd and
powershell scripts) and Ansible, which is supported on Windows hosts.
You can check how this approach works with Packer in this minimal
exanlplereposﬂory,at:https://qithub.com/ptylenda/ironic—packer—
template-windows2016.

At this point, your Windows Server VM is connected to the network and is ready for
installing Kubernetes prerequisites.
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Installing and configuring Kubernetes

prerequisites

First, ensure that Windows Server 2019 is up to date. In order to do that, use the Hyper-V
terminal connection and perform the following steps:

If you do not want to use a third-party module for managing updates, you
can use the sconfig command. Currently, these operations cannot be
easily performed via SSH as they require a graphical user interface (GUI)
interaction.

1. Open a PowerShell session, using the powershell command.
2. Install the PSWindowsUpdate custom module for managing Windows updates,
as follows:

Install-Module —-Name PSWindowsUpdate

3. Trigger Windows updates by running the following code (this process may take
a bit of time to complete):

Get-WUInstall —-AcceptAll -Install

The next step is to install Docker and Kubernetes itself. This can be approached in two
ways:

e Manual Docker installation and configuration, as in the official Microsoft
documentation, at: https://docs.microsoft.com/en-us/virtualization/
windowscontainers/kubernetes/joining-windows-workers

¢ Semi-automated installation using Kubernetes sig-windows-tools scripts, as

in the official Kubernetes documentation, at: https://kubernetes.io/docs/
setup/production-environment/windows/user—-guide-windows—-nodes/#join-
windows-worker-node
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We will use the second option as it is a more recent approach that aligns with kubeadm
support for Windows nodes, available from version 1.16 onward. sig-windows-
tools scripts perform the following operations:

1.

Enable the Windows Server Containers feature.

2. Download the selected container runtime (Docker or Container Runtime

5.

Interface (CRI)).
Pull the required Docker images.

Download Kubernetes and Flannel binaries, install them, and add them to
the Senv:PATH variable.

Download the selected CNI plugins.

To install all prerequisites for Kubernetes on Windows, perform the following steps:

1.

2.

SSH into the Windows Server node VM, like this:

ssh Administrator@10.0.0.3

Create and use a new directory where sig-windows-tools scripts will be
downloaded—for example, sig-windows-tools-kubeadn, as follows:

mkdir .\sig-windows-tools-kubeadm
cd .\sig-windows-tools—kubeadm

Download the latest sig-windows-tools repository and extract it. Note that the
path in the repository may change as it is currently dedicated for v1.15.0 (you
can check the official documentation for the latest version, at: https://
kubernetes.io/docs/setup/production-environment /windows/user—-guide—
windows-nodes/#preparing-a-windows-node). Alternatively, you may use the
fork in the GitHub repository for the book: https://github.com/
PacktPublishing/Hands-On-Kubernetes-on-Windows/tree/master/Chapter07/
07_sig-windows-tools—kubeadm. The scripts contain a few bug fixes cherry-
picked from sig-windows-tools that ensure networking works correctly. The
code for this step can be seen in the following snippet:

Invoke-WebRequest -Uri https://github.com/kubernetes-sigs/sig-windo
ws—-tools/archive/master.zip —-OutFile .\master.zip

tar -xvf .\master.zip --strip-components 3 sig-windows-tools-
master/kubeadm/v1.15.0/*

Remove-Item .\master.zip
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4. Now, you need to customize the Kubeclusterbridge. json file. This
configuration file is used by a helper PowerShell module that installs
prerequisites and joins Windows nodes. In the following code block, you can find
the configuration for the Windows Server 2019 node. You can also download it

from the GitHub repository for the book at: https://github.com/
PacktPublishing/Hands-On-Kubernetes-on-Windows/blob/master/Chapter07/

O7_sig—windows—tools—kubeadm/Kubeclusterbridge.json.Yknlneedtoensure
that Images have versions matching your node operating system version and
that Network has a proper ServiceCidr and ClusterCidr. Additionally, you
need to provide a KubeadmToken and KubeadmCAHash, which were generated
when the Kubernetes master was initialized. You can generate a new token on
the Kubernetes master by using the kubeadm token create --print-join-
command command. The code for this step can be seen in the following snippet:

{

"Cri" : {
"Name" : "dockerd",
"Images" : {
"Pause" : "mcr.microsoft.com/k8s/core/pause:1.2.0",
"Nanoserver"
"mcr.microsoft.com/windows/nanoserver:1809",
"ServerCore"

"mcr.microsoft.com/windows/servercore:1ltsc2019"

}
}I

"Cni" {
"Name" : "flannel",
"Source" : [{

"Name" : "flanneld",

"Url"
"https://github.com/coreos/flannel/releases/download/v0.11.0/flanne
ld.exe"

}

]I
"Plugin" : {
"Name": "bridge"
}I
"InterfaceName" : "Ethernet"
}I
"Kubernetes" : {
"Source" : {
"Release" : "1.16.1",
"Url"

"https://dl.k8s.io/v1.16.1/kubernetes—-node-windows—amdé64.tar.gz"
}I

"ControlPlane" : {
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"IpAddress" : "10.0.0.2",

"Username" : "ubuntu",

"KubeadmToken" : "<token>",

"KubeadmCAHash" : "<discovery-token-ca-cert-hash>"

}I
"KubeProxy" : {
"Gates" : "WinDSR=true"

}I

"Network" : {
"ServiceCidr" : "10.96.0.0/12",
"ClusterCidr" : "10.244.0.0/16"

}I
"Install" : {
"Destination" : "C:\\ProgramData\\Kubernetes"

5. At this point, you need to switch to an RDP connection or to a Hyper-V terminal
connection. The installation script requires some interaction and elevated
privileges that cannot be performed via an SSH PowerShell session.

6. Start the PowerShell session using the powershell command, navigate to
the . \sig-windows-tools-kubeadm directory, and start the installation
process, as follows:

cd .\sig-windows-tools-kubeadm
.\KubeCluster.psl -ConfigFile .\Kubeclusterbridge.json -Install

7. The machine will need a reboot during the installation process, and after you log
in again, the installation will continue. Verify that the loaded configuration is as
expected, by checking the information shown in the following screenshot:

¥ Kubernetes Windows Node 01 on DESKTOP-BTSJCKG - Virtual Machine Connection - [} X

File Action Media View Help
@O PO -y

oa e 3 A-m1n1strator G nd kubeadm -p: ready exists.
JARNING : The names of some imported commands %rom the modu1e hns include unapproved verbs that might make them less
[discoverable. To find the commands with unapproved verbs, run the Import-Module command again with the verbose
parameter. For a 1ist of approved verbs, type Get-verb.
L T AT e A7)
User
Destination ProgramData\Kubernetes
Master 8 .0.0
InterfaceName 8 Ethernet
c:\uddicri : dockerd
cni : flannel
NetworkPTugin : bridge
Release g il
MasterIp 3 5
ManagementIp ! 0.0 3
IManadementSubnet 10.0.0.0/8
BRI
1tsc2019: Pulling from windows
65014b3c3121: Downloading ] 1.128GB/1.533GB
12c8dbabfd62: Download complete
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8. You may run into a race condition between the fully running Docker daemon and
images being pulled. In case of an error, just reboot again or restart the
installation process with the same command—remember to close the existing
PowerShell session and start a new one before the next attempt. The process of
downloading images may take some time, depending on your network
connection.

9. After images have been pulled, and the Kubernetes, Flannel, and CNI plugins
have been installed, you will be asked to generate a new SSH key pair for
accessing the master node from the new Windows node—alternatively, you may
do it yourself or reuse an existing key pair. This will make the joining process
easier, as cluster configuration has to be retrieved by the joining script using SSH.
Execute the command from script output on the 10.0. 0.2 master in order to
add the public key to authorized_keys for the Ubuntu user, as shown in the
following screenshot:

he Key's randomart 1mage 1s:
+---[RSA 2048]----+
|

—[SHA?5R]
Ex cgtﬁ the below commands on the Linux control-plane node (10.0.0.2) to add this windows node's public key to its autho
rized keys
touch ~/.ssh/authorized_keys
echo ssh-rsa AAAAB3NzaClyc2EAAAADAQABAAABAQDUBXPJGJ2Q25]cL697ErixqgD7ueTRXWpU2n4CH+doJcY2QlFwId/bhEwe FKedC2/kxBiYgiqYThH
ez1ONNNOPJIsN+XYiLvtfzjXrsooiLgazjj/Qu71i1j9gbEQAYjul/dvC5tclqwL//5qntBax]ewgVpwwy8LduEp4hzbhQC7cxauv4qolYVvi/vvlvruHQ823m
9dO3WQpr'IetgG7bnSZRSQPXZA'FkCFquanGlRNOG‘I‘I’OScGAE)5DR4'F0V5MBgo3qkeKkMuU6/4anF|)quFw48cv1n1671eerFsz3BHTWGJl'I4nYlnX79NIp
N4aocNINCENNCA1KUXS56pkNc/ administrator@WIN-GID24MOP8DA >> ~/.ssh/authorized kevs
|P'Iease close this shell and open a new one to join this node to the cluster.

10. When the installation finishes, close the PowerShell window and open a new
one, using the powershell command.
11. Currently, you need to clean up the ContainerBootstrap scheduler task that

reruns the script after each boot (this may be fixed in the future releases), as
follows:

Unregister—-ScheduledTask —-TaskName "ContainerBootstrap"

12. Verify that Docker images have been pulled using the docker
images command and that Kubernetes binaries have been installed— for
example, by running the kubectl version command.
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Consider exporting the VM image or creating a checkpoint—this will be useful if you
choose to add more Windows nodes to the cluster or run into problems during the join
process. We can now finally proceed to join our first Windows node to the cluster!

Joining Windows nodes using kubeadm

The next task is joining our Windows Server 2019 VM as a node in the Kubernetes cluster.
We will use the same KubeCluster.ps1 script from the Kubernetes sig-windows-tools
repository, which internally uses kubeadm for joining the cluster. The script will perform
the following actions:

1.
2.

AN L

Retrieve the kubeconfig file from the 10.0. 0.2 master using SSH.

Register kubelet as a Windows service. This will ensure that the kubelet process
is always running on the Windows node.

Prepare the CNI plugins' configuration.

Create a Host Networking Service (HNS) network.
Add firewall rules, if needed.

Register flanneld and kube-proxy as Windows services.

If the join script fails, start a new PowerShell session and rerun the script.

To join the Windows node, proceed with the following steps:

1.

In the Hyper-V terminal for the Windows Server VM, start a new PowerShell
session using the powershell command.

Navigate to the directory with the sig-windows-tools scripts by running the
following command:

cd .\sig-windows-tools-kubeadm
Execute the join command, like this:

.\KubeCluster.psl -ConfigFile .\Kubeclusterbridge.json -Join
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In case of any problems with the kubeadm join command (for example,
hanging preflight checks), you can edit the KubeClusterHelper.psml
file, find the kubeadm join command, and add the —-v=3 parameter (or
any other verbosity level) to have more detailed info. Additionally, you
can examine the services logs in the
C:\ProgramData\Kubernetes\logs directory. It is also a good idea to
verify whether the issue is not already known, at https://github.com/
kubernetes—sigs/sig—windows—tools/issues——ﬂufﬁXInaylxzaheady
available.

4. Joining a new Windows node is a relatively quick process, and after a few
seconds, the operation should finish. Now, verify whether the new node is
visible in the cluster and has a Ready status, like this:

PS C:\src> kubectl get nodes

NAME STATUS ROLES AGE VERSION
kubernetes—master Ready master 26h vli.16.1
win-gjd24mOp8da Ready <none> 11im vl.16.1

5. On the Windows node, verify using the ipconfig command that the cbr0_ep
interface has been created by Flannel, as illustrated in the following screenshot:

EN Administrator: c\windows\system32\windowspowershell\v1.0\powershell.exe — ] X

PS C:\Users\Administrator> ipconfig

Windows IP Configuration

Ethernet adapter vEthernet (Ethernet):

Connection-specific DNS Suffix

Link-local IPv6 Address . . . . . : fe8@::6074:eaec:6lba:4e66%14
IPv4 Address. . . . . . . . . . . : 108.0.0.3

Subnet Mask . . . . . . . . . . . : 255.0.0.0

Default Gateway . . . . . . . . . ! 10.0.0.1

Ethernet adapter vEthernet| (cbre ep):

Connection-specific DNS Suffix

Link-local IPv6 Address . . . . . : fe8@::71be:b7ae:bbe2:da60%21
IPv4 Address. . . . . . . . . . . : 108.244.1.2

Subnet Mask . . . . . . . . . . . ! 255.255.255.0

Default Gateway . . . . . . . . . : 10.244.1.1
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6. Run a quick smoke test of the new node by creating an ad hoc PowerShell Pod
named powershell-debug. The Pod spec override must contain
nodeSelector, which matches Windows nodes, as illustrated in the following
code block:

kubectl run °
—-—generator=run-pod/v1l powershell-debug °
-i —tty °
——image=mcr.microsoft.com/powershell:nanoserver-1809 °
——-restart=Never °
—-—overrides='{\"apiVersion\": \"v1\", \"spec\":
{\"nodeSelector\": { \"beta.kubernetes.io/os\": \"windows\" }}}'

7. The image pull can take a bit of time. You can observe the Pod events by using
the following command:

kubectl describe pod powershell-debug

8. When the Pod starts, verify DNS resolution and connectivity to external
addresses—for example, by using the ping google.com command, as shown in
the following screenshot:

N Administrator: Windows PowerShell - O X

Powershell 6.2.3
Copyright (c) Microsoft Corporation. All rights reserved.

https://aka.ms/pscore6-docs
Type ‘help' to get help.

PS C:\> ping google.com

Pinging google.com [216.58.215.11@] with 32 bytes of data:
Reply from 216.58.215.11@: bytes=32 time=1@2ms TTL=54
Reply from 216.58.215.110: bytes=32 time=43ms TTL=54
Reply from 216.58.215.110: bytes=32 time=45ms TTL=54
Reply from 216.58.215.110: bytes=32 time=34ms TTL=54

Ping statistics for 216.58.215.11@:

Packets: Sent = 4, Received = 4, Lost = @ (0% loss),
Approximate round trip times in milli-seconds:

Minimum = 34ms, Maximum = 102ms, Average = 56ms
PS C:\>
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9. Exit the container and delete the Pod afterward, by running the following
command (we did not use the ——rm flag so that you can easily investigate any
problems using the kubectl describe command):

kubectl delete pod powershell-debug

For completeness, in order to remove the Windows node and reset the state of the machine
(for example, after a configuration change, in order to install and join again), use the
same KubeCluster.ps1 script and execute the following command:

.\KubeCluster.psl —-ConfigFile .\Kubeclusterbridge.json -Reset

Congratulations—now, you have a fully functional, hybrid Windows/Linux Kubernetes
cluster running! You may choose to add more Windows or Linux nodes following the same
instructions or using VM images (remember about regenerating hostnames, MAC
addresses, and product_uuids).

Deploying and inspecting your first
application

Now, it is time to have some fun with the newly created Kubernetes cluster. We will create
a minimal Deployment with the NodePort Service, exposing the application to users. The
application itself is the official ASP.NET Core 3.0 sample packaged as a Docker image—feel
free to use any other Windows web application container image, or create your own. We
have chosen the official sample in order to make the Deployment as fast as possible so that
we can focus on Kubernetes operations.

To deploy the sample application, perform the following steps:

1. Create a windows—example.yaml manifest file that contains the Deployment
and Service definition. You can download it from the GitHub repository

(https://raw.githubusercontent.com/PacktPublishing/Handsfonf
Kubernetes-on-Windows/master/Chapter07/09_windows-example/windows—

example.yaml) or directly apply it to the cluster, as follows:

apiVersion: apps/vl
kind: Deployment
metadata:
name: windows-example
labels:
app: sample
spec:
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replicas: 3
selector:
matchLabels:
app: windows—-example
template:
metadata:
name: windows-—-example
labels:
app: windows—-example
spec:
nodeSelector:

"beta.kubernetes.io/os":

containers:
- name: windows-example

image: mcr.microsoft.com/dotnet/core/samples:aspnetapp—

nanoserver-1809
resources:
limits:
cpu: 1
memory: 800M
requests:
cpu: .1
memory: 300M
ports:
— containerPort: 80
apiVersion: vl
kind: Service

metadata:
name: windows-—-example
spec:
type: NodePort
ports:
- protocol: TCP
port: 80

nodePort: 31001

targetPort: 80
selector:

app: windows—example
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There are three important points in this manifest file, which have been marked

in bold:

¢ Scheduling for Windows nodes requires the use

of nodeSelector with a "beta.kubernetes.io/os": windows
value. Similarly, if you need to schedule the Pods for Linux nodes,
you should use the "beta.kubernetes.io/os": linuxnode
selector in hybrid clusters.

The Pod definition consists of one container based on
amcr.microsoft.com/dotnet/core/samples:aspnetapp—
nanoserver-1809 image. It is important to ensure compatibility
between the container host operating system version and the
container base image version. In this case, Windows Server 2019
LTS is compatible with 1809-based images. If you chose to use
Windows Server 1903 nodes, you have to use 1903-based images.

The NodePort Service will be exposed on port 31001 on each node
in the cluster. In other words, you can expect that the application
will be available at the 10.0.0.2:31001 and 10.0.0.3:31001
endpoints. Note that for LoadBalancer Services, if your
infrastructure does not have load balancers, you can consider
ushu;keepaﬁved(https://github.com/munnerz/keepalived—

cloud-provider).

2. Open the PowerShell window and apply the manifest file using kubect1, like

this:

kubectl apply -f .\windows-example.yaml

3. Wait for the Pods to start—the initial image pull may take a few minutes. You
can observe the status of the Pods with the following command:

PS C:\src> kubectl get pods —--watch

NAME READY STATUS RESTARTS AGE

windows—example-66cdf8c4bf-4472x 1/1 Running 0 9ml7s
windows—example-66cdf8c4bf-647x8 1/1 Running 0 9ml7s
windows—example-66cdf8cdbf-zxjdv 1/1 Running 0 9ml7s
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4. Open your internet browser and navigate to http://10.0.0.2:31001 and
http://10.0.0.3:31001. You should see the sample application web page that
confirms that the deployment was successful, as shown in the following

screenshot:
B <—ﬂ| | | Home Page - aspnetap X \ + v
< O @ ® 10.0.0.2:31001/

aspnetapp Home Privacy

Welcome

Learn about building Web apps with ASP.NET Core.

Now, let's perform two common operations that are useful when debugging the
application, as follows:

1. Retrieving Pod container logs: To access logs of one of the Pods (windows—
example-66cdf8c4bf-4472x) in the Deployment, use the following kubect1
logs command:

PS C:\src> kubectl logs windows-example-66cdf8c4bf-4472x

warn:

Microsoft .AspNetCore.DataProtection.Repositories.FileSystemXmlRepos
itory[60]

Storing keys in a directory
'C:\Users\ContainerUser\AppData\Local\ASP.NET\DataProtection-Keys'
that may not be persisted outside of the container. Protected data
will be unavailable when container is destroyed.
info: Microsoft.Hosting.Lifetime[O0]

Now listening on: http://[::]:80
info: Microsoft.Hosting.Lifetime[O0]

Application started. Press Ctrl+C to shut down.
info: Microsoft.Hosting.Lifetime[O0]

Hosting environment: Production
info: Microsoft.Hosting.Lifetime[O0]
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Content root path: C:\app

warn:

Microsoft .AspNetCore.HttpsPolicy.HttpsRedirectionMiddleware[3]
Failed to determine the https port for redirect.

2. Execute into the Pod container in order to inspect the application configuration.
To start a new cmd shell (PowerShell is not available in the nanoserver image),
run the kubectl exec command, as follows:

PS C:\src> kubectl exec -it windows-example-66cdf8c4bf-4472x cmd

Microsoft Windows [Version 10.0.17763.802]
(c) 2018 Microsoft Corporation. All rights reserved.

C:\app>

3. You can now freely access and modify the container, which is useful in
debugging and testing scenarios. For example, you can get the contents of the
appsettings. json file, like this:

C:\app>type appsettings.json

{
"Logging": {
"LogLevel": {
"Default": "Information",
"Microsoft": "Warning",
"Microsoft.Hosting.Lifetime": "Information"
}
}I
"AllowedHosts": "*"
}

As you can see, deploying a sample Windows application to a Kubernetes cluster is easy,
and all the debugging techniques you know from Linux Kubernetes clusters work exactly
the same.
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Summary

In this chapter, you have gone through the journey of creating an on-premises
Windows/Linux Kubernetes cluster on a Hyper-V host. This approach is useful for creating
local development clusters as well as deploying production clusters outside of cloud
environments. Let's have a recap of the procedure—we first planned the cluster design and
the network for the nodes, Pod, and Service classless inter-domain routings (CIDRs).
Then, we have created the Ubuntu Server 18.04 LTS VM—our Kubernetes master. Creating
the master node required an initial configuration of the operating system and the
installation of Docker. Initialization was performed using kubeadm. The next important
step was the installation of the Kubernetes Pod network, which had to be compatible with
both Linux and Windows nodes. In our case, we have chosen Flannel with a host-gw
backend, which is currently the only stable network solution for hybrid clusters running
on-premises. And after that, you have learned how to create the Windows Server 2019 LTS
VM and how to join the machine to a Kubernetes cluster using kubeadm and sig-
windows—tools scripts. Finally, we have deployed a sample ASP.NET Core 3.0 application
and performed common operations, such as accessing container logs or executing into a
container.

In the next chapter, you will learn how to perform a similar cluster Deployment using AKS
Engine. Currently, this is the best and the most stable approach for deploying hybrid
Kubernetes clusters in the cloud.

Questions

1. When should you use an internal NAT Hyper-V vSwitch? What are the use cases
for an external vSwitch?

Which configuration steps are required for preparing a Linux node or master?
What are a Service subnet range and a Pod subnet range?

How do you generate a new kubeadm token for joining the cluster?

How do you allow scheduling of application Pods to the master node?

SRR

What is the recommended networking solution for on-premises clusters with
Linux and Windows nodes?

N

Which steps do you need to perform to join a Windows node to the cluster?
8. What is the command for accessing Pod container logs?

You can find answers to these questions in Assessments in back matter of this book.
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Further reading

e Currently, most of the resources regarding the Deployment of hybrid
Windows/Linux clusters are available online. There are two official guides for
creating such clusters:

e The Kubernetes guide, available at: https://kubernetes.io/docs/
setup/production-environment /windows/intro-windows-in-—
kubernetes/.

¢ The Microsoft guide, available at: https://docs.microsoft.com/
en-us/virtualization/windowscontainers/kubernetes/

getting-started-kubernetes-windows.

Both guides are often updated, so it is worth checking them as the Deployment
procedure may be simplified over time.

* You may also find useful the following Software-Defined Networking (SDN)
repository from Microsoft, available at: https://github.com/microsoft/SDN/
tree/master/Kubernetes/windows. It contains many helper scripts that are
gradually adopted into the official deployment instructions and kubeadm
integration.

¢ For kubeadm usage and documentation, please refer to https://kubernetes.io/
docs/setup/production-environment/tools/kubeadm/create-cluster—
kubeadm/.

e If you need help with troubleshooting and common problems, you can use the
following guides:

® https://docs.microsoft.com/en-us/virtualization/
windowscontainers/kubernetes/common-problems.

® https://kubernetes.io/docs/setup/production-environment/w
indows/intro-windows-in-kubernetes/#troubleshooting

® https://techcommunity.microsoft.com/t5/Networking-Blog/
Troubleshooting-Kubernetes-Networking-on-Windows-Part-1/
ba-p/508648—troubleshooting guide, specific to Windows
containers networking problems.
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Deploying a Hybrid Azure
Kubernetes Service Engine
Cluster

The previous chapter gave an overview of how to create a hybrid Windows/Linux
Kubernetes cluster in an on-premises environment. This approach can also be used for
Deployments in Infrastructure-as-a-Service cloud environments, but if you are working
with Azure, you have an easier solution: Azure Kubernetes Service (AKS)

Engine (https://github.com/Azure/aks-engine). This project aims to provide an Azure-
native way of deploying self-managed Kubernetes clusters using Azure Resource Manager
(ARM) templates, which can leverage all Azure cloud integrations for Kubernetes, for
example LoadBalancer services. What's more, with AKS Engine, you have support for the
Deployment of a Kubernetes cluster with Windows nodes, requiring minimal configuration
and node preparation compared to on-premises environments. In other words, you will be
able to provision a production-grade, highly available hybrid cluster in a matter of minutes.

It is important to briefly summarize how AKS Engine relates to other concepts, such as
AKS, acs-engine, and the Azure Stack:

¢ AKS Engine and AKS are not the same Azure offering. AKS is an Azure service
that offers you the ability to create a fully managed Kubernetes cluster - we gave
an overview of AKS and demonstrated how to deploy a hybrid Windows/Linux
cluster using AKS in chapter 4, Kubernetes Concepts and Windows Support. AKS
Engine is internally used by AKS but you cannot manage AKS using AK
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e acs-engine is a predecessor of AKS Engine, so you may find a lot of
documentation mentioning acs-engine instead of AKS Engine. AKS Engine is a
backward-compatible continuation of acs-engine.

¢ Technically, you can also use AKS Engine for on-premises environments if you
use the Azure Stack. You can read more here: https://docs.microsoft.com/en—

us/azure-stack/user/azure-stack—kubernetes-aks-engine-overview.

In this chapter, we will focus on AKS Engine and deploying a hybrid Windows/Linux
cluster in the Azure cloud. We will cover the following topics:

e Installing AKS Engine
¢ Creating an Azure resource group and a service principal

Using the API model and generating an Azure resource manager template

Deploying a cluster

Deploying and inspecting your first application

Technical requirements

For this chapter, you will need the following:

Windows 10 Pro, Enterprise, or Education (version 1903 or later, 64-bit) installed
An Azure account

The Chocolatey package manager for Windows installed (https://chocolatey.
org/)

Optionally, Visual Studio Code installed if you would like to visualize the ARM
template produced by AKS Engine

Using the Chocolatey package manager is not mandatory but it makes the installation
process and application version management much easier. The installation process is
documented here: https://chocolatey.org/install.

To follow along, you will need your own Azure account in order to create Azure resources
for Kubernetes clusters. If you haven't already created an account in the previous chapters,
you can read more about how to obtain a limited free account for personal use

here: https://azure.microsoft.com/en-us/free/.

You can download the latest code samples for this chapter from the official GitHub
l‘epOSitOI'y: https://github.com/PacktPublishing/Hands-On-Kubernetes-on-Windows/
tree/master/Chapter08.
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Installing AKS Engine

AKS Engine itself is a command-line tool that can generate an Azure Resource Manager
(ARM) template based on a supplied configuration file. To use AKS Engine, you need the
following which have installation processes described in previous chapters:

e The Azure CLI and Azure Cloud Shell: Instructions are available in Chapter
2, Managing State in Containers, in the Using remote/cloud storage for container
storage storage.

¢ kubectl: Instructions are available in chapter ¢, Interacting with Kubernetes
Clusters, in the Installing Kubernetes command-line tooling section.

¢ SSH client for Windows: Instructions are available in chapter 7, Deploying a
Hybrid On-Premises Kubernetes Cluster, in the Creating a Kubernetes master node
using kubeadm section.

With all the tools installed on your machine, you can proceed to installing AKS Engine
itself. The recommended installation approach on Windows is using Chocolatey.
Alternatively, you can download AKS Engine binaries (https://github.com/Azure/aks-
engine/releases/latest), extract them, and add them to your $env:PATH environment
variable. To install AKS Engine using Chocolatey, proceed with the following steps:

1. Open a PowerShell window as an administrator.
2. To install the aks-engine package, execute the following command:

choco install aks-engine

3. If you want to install a specific version of AKS Engine, for example 0.42.0, use
the following command:

choco install aks-engine —--version=0.42.0

4. Verify that your installation was successful:

PS C:\src> aks—-engine version
Version: v0.42.0

GitCommit: 0959ab812
GitTreeState: clean

Now, you are ready to continue to the next step — configuring prerequisites for your
Kubernetes cluster. Let's begin by gathering initial cluster information and creating an
Azure resource group.
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Creating an Azure resource group and a
service principal

Before we deploy a Kubernetes cluster using AKS Engine, we need to perform the
following initial steps:

1. You need to ensure that you have appropriate permissions within the Azure
subscription to create and assign Azure Active Directory service principals. If
you created an Azure account just for the walk through, you will have the
permissions by default.

2. Determine SubscriptionId of the Azure subscription that you are going to use

for deploying the cluster. You can do that by opening a PowerShell window and
executing the following commands:

PS C:\src> az login

PS C:\src> az account list -o table

Name CloudName SubscriptionId
State IsDefault

Pay-As-You-Go AzureCloud cc9aB8166-829e-401e-a004-76d1le3733b8e
Enabled True

We<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>